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Synopsis

− How to think about survey datasets

− What do surveys deliver (with LSST as an example)

− How will we analyze PB-scale datasets

− The possibilities beyond the current paradigm
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Telescopes as just (Expensive) Peripherals

Peripherals è Datasets
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This is the Important Bit: From Data to Knowledge

Model ß inference – Data

And 
metadata!

Model ß inference – Catalog ß Data Processing – Data

ProjectsScientists
Scientists

Scientists Projects Projects ProjectsScientists

Computationally (and cognitively) 
expensive, science-case speciific

Computationally cheaper,
Easier to understand,
Science-case specific

• Computationally expensive, general
• Reprojection; may or may not involve 

compression
• Almost always introduces some 

information loss
• Data Processing == Instrumental 

Calibration + Measurement
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Surveys: Turning the Sky into a Databases

− The ultimate deliverable of a survey is not the telescope, nor the instruments; it is 
the fully reduced data.

− All science comes from catalogs and images

− The telescope is still an (expensive) data collection peripheral

Peripherals è Code & Machines è Databases
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#1 Challenge:

General purpose processing while 
minimizing information loss.
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Guiding Principles for LSST Data Products

− There are virtually infinite options on what quantities (features) one can measure 
on images. But if catalog generation is understood as a (generalized) cost reduction 
tool, the guiding principles become easier to define:

1. Maximize science enabled by the catalogs
- Working with images takes time and resources; a large fraction of science 

cases should be enabled by just the catalog.
- Be considerate to the user: provide even sub-optimal measurements if 

they will enable leveraging of existing experience and tools
2. Minimize information loss

- Choose good models
- Provide (as much as possible) estimates of likelihood surfaces, not just 

single point estimators
3. Provide and document the transformation (the software)

- Measurements are becoming increasingly complex and systematics 
limited; need to be maximally transparent about how they’re done
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What LSST will Deliver: 
A Data Stream and a Database

− A stream of ~10 million time-domain events per night, detected and 
transmitted to event distribution networks within 60 seconds of 
observation.

− A catalog of orbits for ~6 million bodies in the Solar System.

− A catalog of ~37 billion objects (20B galaxies, 17B stars), ~7 trillion 
single-epoch detections (“sources”), and ~30 trillion forced sources, 
produced annually, accessible through online databases.

− Deep co-added images.

Prom
pt

Data Rel.
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Prompt: Time-Domain Event Alerts

− We expect a high rate of alerts, approaching 10 million per night. We’ll also 
provide an alert filtering service, to select subsets of alerts, as well as serve the 
full stream to external event brokers.

− Each alert will include the following:
• Alert and database ID: IDs uniquely identifying this alert.
• The photometric, astrometric, and shape characterization of the detected 

source
• 30x30 pixel (on average) cut-out of the difference image (FITS)
• 30x30 pixel (on average) cut-out of the template image (FITS)
• The time series (up to a year) of all previous detections of this source
• Various summary statistics (“features”) computed of the time series

− The goal is to quickly transmit nearly everything LSST knows about any given 
event, enabling downstream classification and decision making
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Annual Data Releases

− Made available in Data Releases
• Annually, except for Year 1

- Two DRs for the first year of data

− Well calibrated, consistently processed, catalogs and images
• Catalogs of objects, detections, detections in difference images, etc.

− Complete reprocessing of all data, for each release
• Every DR will reprocess all data taken up to the beginning of that DR

− Projected catalog sizes:
• 18 billion objects (DR1) è 37 billion (DR11)
• 750 billion observations (DR1) è 30 trillion (DR11)
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Data Release Catalog Contents

− Object characterization (models):
• Moving Point Source model
• Double Sérsic model (bulge+disk)

- Maximum likelihood peak
- Samples of the posterior (hundreds)

− Object characterization (non-parametric):
• Centroid: (α, δ), per band
• Adaptive moments and ellipticity

measures (per band)
• Aperture fluxes and Petrosian and Kron

fluxes and radii (per band)
− Colors:

• Seeing-independent measure of object 
color

− Variability statistics:
• Period, low-order light-curve moments, 

etc.

LSST Science Book, 
Fig. 9.3
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Analysis: Subset – Download – Analyze
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Data Volumes

Science analysis code ~50kb
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If the data is big…

… bring the code to the data.
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What LSST will Deliver: 
A Data Stream, a Database, and a (small) Cloud

− A stream of ~10 million time-domain events per night, detected and 
transmitted to event distribution networks within 60 seconds of 
observation.

− A catalog of orbits for ~6 million bodies in the Solar System.

− A catalog of ~37 billion objects (20B galaxies, 17B stars), ~7 trillion 
single-epoch detections (“sources”), and ~30 trillion forced sources, 
produced annually, accessible through online databases.

− Deep co-added images.

− Services and computing resources at the Data Access Centers to 
enable end-user analysis and generation of more added-value data 
products.

User Gen.
Prom

pt
Data Rel.
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The LSST Science Platform:
Accessing LSST Data and Enabling LSST Science

Portal JupyterLab

User Databases

LSST Science Platform

Software ToolsUser ComputingUser FilesData Releases Alert Streams

Web APIs

Internet

LSST Users

The LSST Science Platform is a set of integrated web applications and services deployed 
at the LSST Data Access Centers (DACs) through which the scientific community will 
access, visualize, subset and perform next-to-the-data analysis of the data. 
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LSST Portal: The Web Window into the LSST Archive

The Web Portal to the archive will enable browsing and visualization of the available datasets in ways 
the users are accustomed to at archives such as IRSA, MAST, or the SDSS archive, with an added level of 
interactivity.

Through the Portal, the users will be able to view the LSST images, request subsets of data (via simple 
forms or SQL queries), construct simple plots, and generally explore the LSST dataset in a way that 
allows them to identify and access (subsets of) data required by their science case.

This will all be backed by a petascale-capable RDBMS.

JupyterLab

User Databases

LSST Science Platform

Software ToolsUser ComputingUser FilesData Releases Alert Streams

Web APIsPortal
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What to expect

http://sky.esa.int/ http://decaps.legacysurvey.org/

http://sky.esa.int/
http://decaps.legacysurvey.org/
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JupyterLab: Next-to-the-data Analysis

The tools exposed through the Web Portal will permit simple exploration, subsetting, and visualization 
LSST data. They may not, however, be suitable for more complex data selection or analysis tasks.

To enable that next level of next-to-the-data work, we plan to enable the users to launch their own 
Jupyter notebooks at our computing resources at the DAC. These will have fast access to the LSST 
database and files. They will come with commonly used and useful tools preinstalled (e.g., AstroPy, LSST 
data processing software stack).

This service is  similar in nature to efforts such as SciServer at JHU.

JupyterLab

User Databases

LSST Science Platform

Software ToolsUser ComputingUser FilesData Releases Alert Streams

Web APIsPortal
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JupyterLab: Next-to-the-data Analysis

YouTube demo of the LSST JupyterLab Aspect Demo: http://ls.st/bgt

http://ls.st/bgt
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Web APIs: Integrating With Existing Tools

Backend Platform services – such as access to databases, images, and other files – will be exposed 
through machine-accessible web APIs.

We have a preference for industry standard and/or VO APIs (e.g., WebDAV, TAP, SIA, etc.) – the goal is to 
support what’s broadly accepted within the community. This will allow the discoverability of LSST data 
products from within the Virtual Observatory, federation of the LSST data set to other archives, and the 
use of widely utilized tools (eg., TOPCAT or others).

JupyterLab

User Databases

LSST Science Platform

Software ToolsUser ComputingUser FilesData Releases Alert Streams

Web APIsPortal
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Computing, Storage, and Database Resources

Computing, file storage, and personal databases (the “user workspace”) will be made 
available to support the work via the Portal and within the Notebooks.

An important feature is that no matter how the user accesses the DAC (Portal, Notebook, or 
VO APIs) they always “see” the same workspace.

JupyterLab

User Databases

LSST Science Platform

Software ToolsUser ComputingUser FilesData Releases Alert Streams

Web APIsPortal
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How big is the “LSST Science Cloud” (@ DR2)?

− Computing:
• ~2,400 cores

• ~18 TFLOPs

− File storage:
• ~4 PB

− Database storage
• ~3 PB

This is shared by all users. We’re estimating the number 
of potential DAC users not to exceed 7500 (relevant for file 
and database storage).

Not all users will be accessing the computing cluster 
concurrently. We are estimating on order of a ~100.

Though this is a relatively small cluster by 2020-era 
standards, it will be sufficient to enable preliminary end-
user science analyses (working on catalogs, smaller 
number of images) and creation of some added-value 
(Level 3) data products.

Think of this as having your own server with a few TB of 
disk and database storage, right next to the LSST data, 
with a chance to use tens to hundreds of cores for 
analysis.

This kind of approach will become increasingly common for all big data archives.
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Already Here for Gaia: GAVIP
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Challenges (part 1)

I Want it All

Better Together

(joining datasets is powerful)

(science demands whole dataset operations)
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Whole Dataset Operations

− Galactic structure: density/proper motion maps of the 
Galaxy
• => forall stars, compute distance, bin, create 5D map

− Galactic structure: dust distribution
• => forall stars, compute g-r color, bin, find blue tip edge, infer dust 

distribution

− Near-field cosmology: MW satellite searches
• => forall stars, compute colors, convolve with spatial filters, report 

any satellite-like peaks
− Variability: Bayesian classification of transients and 

discovery of variables
• => forall stars, get light curves, compute likelihoods, alert if 

interesting

− …
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Challenges (part 2)

Scalability Resources

(how do I write an analysis code that 
will scale to petabytes of data?)

(where are the resources to run this 
code?)
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Remember Yesterday…
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Writing Scalable Applications:
MapReduce and Apache Spark

Apache Spark is 
an open-

source distributed 
general-

purpose cluster-
computing framework. 

Spark provides 
an interface for 

programming entire 
clusters with 
implicit data 

parallelism and fault 
tolerance.

-- Wikipedia
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Examples

https://spark.apache.org/examples.html

https://spark.apache.org/examples.html
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Scalability through MapReduce

Map {xi}   ---map-->   {yi=f(xi)}  Apply a function f to every element 
of dataset X, producing dataset Y

Reduce { (ki, vij) }   →   { yi=(ki,f({vij})) }    Apply a function f to all values 
with a common key

Example:

{ (“dog”, 2), (“dog”, 1), (“cat”, 3), (“dog”, 2), (“cat”, 1) }

-> reduce w. sum() -> 

{ (“dog”, 5), (“cat”, 4) }

Dean & Ghemawat (2004)
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Examples

https://spark.apache.org/examples.html

{ (“dog”, 2), (“dog”, 1), (“cat”, 3), (“dog”, 2), (“cat”, 1) }

-> reduce w. sum() -> 

{ (“dog”, 5), (“cat”, 4) }

https://spark.apache.org/examples.html
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Astronomy Example: Compute Light Curve Features
This works on arbitrarily large datasets!

Cesium (Naul, 2016), Astronomy eXtensions for Spark (Zecevic+ 2018)



36BIG DATA ANALYSIS IN ASTRONOMY • LA LAGUNA, TENERIFE, SPAIN • NOVEMBER 5-9, 2018

The Result   (with apologies for the appallingly poor visualization)
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Want to try it out?

conda install -c conda-forge pyspark
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Scaling with Spark

https://www.toptal.com/spark/introduction-to-apache-spark

But where do I fin
d 8000 nodes?

https://www.toptal.com/spark/introduction-to-apache-spark
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Cloud services

− Essentially, companies who rent computers (or a few million of 
them)
• The same for storage

− Pay only for what you use (by the second/minute/hour)

− Scalable: ask for 1000 machines, get a 1000 machines

− Becoming cost effective (TCO)
• Especially “spot” pricing



41BIG DATA ANALYSIS IN ASTRONOMY • LA LAGUNA, TENERIFE, SPAIN • NOVEMBER 5-9, 2018

Meeting the Challenges

Resources

Dataset Storage

Scalable Analysis
Code

Interface
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“Analysis 2025”
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A Number of Projects are Working to Make this Happen

http://pangeo.io/

Coming soon w. ZTF !
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Some Words of Caution

Just like with machine learning / A.I., there’s no 
need to throw cloud at everything.

Small datasets?
Large-ish datasets?

But the programming model works across all 
scales.

The implementation of these technologies is still
in its infancy. They change incredibly quickly.

Expect you may need to shift from framework to 
framework (e.g., Spark → Dask).

That said, the programming models change on a 
much longer timescale (e.g., MR 2004 -> ).
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Looking Ahead: Leave no Information Behind

(or why software and services are even more important than we think)
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Pushing the Boundaries of Optimal Inference

− As our measurements become more and more systematics limited, what 
occurs in the “Data Processing” box above becomes incredibly import

Model ß inference – Data

Model ß inference – Catalog ß Data Processing – Data

− Sometimes, an assumption or an algorithmic choice that’s been made there 
may introduce a systematic that drowns out the signal (or eliminates it).

− For optimal inference, one wants to design measurements that directly probe 
the relevant aspects of the original (imaging data), and not the (lossy-
compressed) catalog.
• Or derive more appropriate catalogs/feature sets/etc.
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− Reasons we don’t do this today:
1. Computationally (and I/O) intensive
2. Sociologically difficult

- Expertize in statistics, applied math, and software engineering is often not there
- Catalogs are too often taken as “God given”, fundamental, result of a survey

− Things are changing
• Big data problems are becoming computationally tractable (see prev. discussion)
• Average astronomer in the 2020s will grow up with an expectation of being well 

versed in Stats, SE, Appl. Math.
• A concerted effort is under way, primarily driven by people in large survey and 

telescope projects, to create the necessary software to make this possible. 

Model ß inference – Data

Model ß inference – Catalog ß Data Processing – Data

Pushing the Boundaries of Optimal Inference
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Astronomy 2025: “Personalized Medicine”

− In the next decade, it may be possible for any one of you to re-reduce 
large datasets for optimally your science case.

− You will be able to do this because the software building blocks (AstroPy, 
LSST stack, etc.) will be there, with frameworks and cloud resources for 
large-scale computation.

− Right now, we see the data releases as the key product of a survey. By the 
end of the next decade, I wouldn’t be surprised if we saw the software as 
the key product, with hundreds specialized (and likely ephemeral) 
catalogs being generated by it.

− The official “data releases” will just be some of those catalogs, designed to 
be more broadly useful than others, and retained for a longer period of 
time.



49BIG DATA ANALYSIS IN ASTRONOMY • LA LAGUNA, TENERIFE, SPAIN • NOVEMBER 5-9, 2018

An Example

Probabilistic cataloging for crowded 
fields

(Stephen Portillo et al.)
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Crowded Field Cataloguing

− Neighbouring sources are covariant
− Deblending can be difficult or even 

ambiguous
− The inferred properties depend on how the 

image is deblended

?

?

These issues will become more relevant
as we build more sensitive
ground-based telescopes

SDSS DR14
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Probabilistic Cataloguing

− Instead of having one catalog, produce an ensemble of 
catalogs (each with an associated probability of occurrence)

− Naturally handles deblending ambiguities and
source-source covariance in crowded fields

− Space of possible catalogues is transdimensional

Brewer, Foreman-Mackey, and Hogg (2013)
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Application: Deblending the Cluster M2

− Sloan Digital Sky Survey − Hubble Space Telescope
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Traditional Catalogue

DAOPhot

SDSS DR14
An et al. (2008)
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Compared to Hubble

DAOPhot
HST

SDSS DR14
An et al. (2008)

Sarajedini et al. (2007)
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Stacked Catalogue Ensemble

DAOPhot
HST
PCat
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Completeness

>1 mag deeper
>2.5x fainter

true positives
all real sources

(bright) (faint)
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Where is all this going

− The data is big, but not unmanageable. But technologies exist (in the 
industry) to meet the challenges.

− Two changes in paradigms:
• New programming models (and frameworks): MapReduce (Spark)
• Analysis on cloud services, rather than on local machines

− This is an opportunity: we’ll soon be able to take data analysis one level 
closer to the images (and therefore extract more data). Or devise custom, 
complex, analyses over entire datasets.
• E.g., crowded field codes.

− Adding ML/AI in the mix, sky’s the limit….
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Some important differences between machine learning and statistics.

, Tenerife


