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800 km s!1. The average speed of the ICME was 650 km s!1

(Möstl et al. 2010).
Using Fixed-U method for a feature on the LE, with direc-

tion 9! with respect to the Earth and Harmonic Mean method

for a LE feature at !5! orientation with respect to the Earth
Möstl et al. (2010) derived speeds of around 950 ± 150 km s!1

at 0.1 AU to 800 ± 250 km s!1 near Earth. Their velocities are
consistent with the maximum radial speed of 990 km s!1

Fig. 25. COR1 images (upper left panel), COR2 images (upper right panel), LASCO-C2 (lower left panel), HI1 (lower middle panel), and HI2-
A (lower right panel) recorded on April 3, 2010, 09:50 UT (COR1), 11:54 UT (COR2), 11:06 UT (LASCO-C2), 16:49 UT (HI1), and April 5,
00:09 UT (HI2-A).

Fig. 26. Fitting of flux rope-like model to the COR1 data (A – right, B – left) on April 3, 2010, 09:50 UT. Note that compared with other studies
we are fitting the diffuse bright structure in front of the LE and not the LE marked by the circular bright edge.
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From the Sun to the 

Earth the CMEs may: 

-  Deflect 

-  Rotate 

-  Get deformed 

Manchester et al. 2014 

Transfer of energy from 

ICME to magnetosphere: 

-  Akasofu (1983) function: 

 

-  Wang et al. 2014: 
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the interplanetary magnetic field, and one dependent 
variable, the Dst index. The choice of the variables is 
justified by the previous works. Cane et al. (2000) 
stated that the southward magnetic field component 
embedded in the ICME is the most important factor in 
the relationship between CMEs and geomagnetic 
storms. Wu and Lundstedt (1997) stated that two basic 
combinations of solar wind parameters would give 
accurate predictions of geomagnetic storms: [Bs, n, V] 
and [Bz, n, V] (BS = lBZl for Bz < 0 and BS = 0 for Bz > 0). 
Our parameters include these considerations. 

The formula introduced by Srivastava (2005) is  

iZi
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1
   with Zi = b0 + b1 × xi1 + ... + bj × xij   (1) 

where Πi is the probability of the occurrence of intense 
geomagnetic storm given by the i-th observation of 
the solar variable (in our case we used 25 observations 
of intense geomagnetic storms), bj are the model 
parameters, to be derived (known as regression 
coefficients)– there are 9 values in our case 
(corresponding to the independent variables listed 
above); xij  (with i=0 to I and j=0 to J, I being 25 and J 
being 9 in our model) are the independent variables 
that we listed above. The regression coefficients are 
estimated through an iterative method. Z is estimated 
as a natural logarithm of the odds of the occurrence 
of an intense geomagnetic storm. 

To determine the regression coefficients and from 
here the probability of the occurrence of intense 
storm, we used a set of 25 ICMEs which produced 
intense geomagnetic storms (Dst < -150 nT) in solar 
cycle 23. We have trained the logistic model with 21 
events, and used the remaining four for validation. The 
list of the events used in this model is shown in Table 1. 
The four events used in validation are shown in bold. 
Column 1 lists the time when the CME was first 
observed in LASCO (as taken from the CME 
catalogue), column 2 and 3: start and end of the 
ICME, as taken from the Richardson and Cane 
catalogue. Note that the catalogue shows the 
beginning of the ejecta as we defined it in this paper, 
and not the beginning of the shock. Column 4: time of 
the minimum value of the Dst index, together with the 
value of the Dst index. Column 5: the probability that 
the CME produced an intense geomagnetic storm. 

The coefficients obtained running the regression 
model are shown in Table 2. We chose the neutral line 
orientation (b3) to be a number describing the possible 
orientations (NS – 1, NE-SW – 2, EW – 3, NW-SE – 4). We 
defined the flare importance (b4) a factor scaling the 
classification of the X-ray solar flare associated with the 
CME. Each class (B, C, M, X) was dived into two 
resulting nine factors that were multiplied with the 
strength of the flare (for example in our case the flare 
importance for the X2.3 event was 4.5 · 2.3). We chose 
the magnetic classification (b7) of the active region 
(AR) as a number where lowest value – 1 – was 
associated to alpha-type ARs and 8 with gamma-delta 
configuration. All other coefficients being the 
parameters specified in the first column. 

By applying the regression model explained above, 
we obtained a 100% probability that April 10, 2001 halo 
CME should have triggered an intense geomagnetic 
storm. 

3.2 Energy transfer from the solar wind into the 
magnetosphere 

Using the parameter introduced by Akasofu (1981) 
we computed the energy transferred from the solar 
wind into the magnetosphere during the geomagnetic 
storm of April 11, 2001. 

From the Akasofu parameter  

ε = 107 V B2 l02 sin4 (θ/2) [J/s]           (2) 

we calculated this energy as ∫ ε=
ε

tf

t
dtW

0    [J], where tf 

to t0 is the time interval of the geomagnetic storm main 
phase. The variables in the ε formula are V – the solar 
wind velocity [m/s], B – the intensity of the 
interplanetary magnetic field [T], l0 – a constant equal 
to 7 Earth radii (RE) [m], and θ – the angle between the 
two components of the interplanetary magnetic field – 
By and Bz. The factor l0 was empirically determined and 
represents the “effective cross-sectional area” 
(Akasofu, 1981) of the solar wind-magnetosphere 
interaction and was added to fit the energy input to 
the total estimated output. Some authors argue that 
this factor is rather low (Lu et al., 1998; Knipp et al., 
1998; Koskinen and Tanskanen, 2002; Østgaard and 
Tanskanen, 2003; Tanskanen et al., 2002) because this 
scaling factor (l0) was computed assuming that the 
energy input equals the estimated energy dissipation 
(the joule heating and auroral precipitation in the 
ionosphere) and the ring current dissipation. In this 
study, we chose the initial value of l0=7RE of the 
parameter. 

Using the function obtained by Wang et al. (2014) 

EIN = 3.78 × 107 nSW
0.24 VSW

1.47 BT
0.86 (sin2.7 (θ/2)+ 0.25 ) [J/s]   (3) 

we also calculated the energy ∫=
tf

t ININE dtEW
0

 [J]. In this 

formula the variables are the same as for formula (3), 
except for the nsw – the density of the solar wind and 
BT = (By2+Bz2)1/2 – the transversal interplanetary 
magnetic field used instead of B. In this formula the 
scaling factor is computed such that the parameter 
units no longer need transformations from their OMNI 
units to international system of units when computing 
the numerical values. 

Figure 2 shows the temporal profiles obtained using 
formulas (2) and (3) defined here. In black are shown 
the values obtained by using the high resolution data 
and in red the values derived by using the low 
resolution data. The two vertical lines (dash-dotted) 
show the duration of the storm's main phase. The third 
and fourth row show two parameters commonly used 
in the literature to estimate the energy transferred from 
the solar wind into the magnetosphere, namely PC 
(polar cap index) and Ey (y-component of the 
interplanetary electric field). They were both 
downloaded from the OMNI database. For an easy 
comparison we plotted on the last row the Dst profile. 
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Filling the gap?  



Filling the gap?  

self-similarly. Unfortunately, the authors do not state the exact
type of expansion found but previous studies have found that
ICMEs elongate kinematically in angular extent during their
outward propagation (e.g. Owens et al., 2006; see review paper by
Crooker and Horbury, 2006).

Savani et al. (2010) used HI observations and numerical
simulations to study an extreme case of interaction between a
flux rope and its surrounding solar wind. The flux rope, observed
edge-on, started as a quasi-circular structure in COR-2B and
changed into a bean-shaped structure following its interaction
with the ambient solar wind. No in situ measurements were
available for this event; however, it is likely that total pressure
was greatly enhanced inside and around this flux rope. The
following example presents a direct association between well-
defined interaction regions observed in situ and large-scale
density structures observed in white light images.

Fig. 5 presents, in the same format as Fig. 4, observations of the
outward propagation of density structures associated with a MC
detected near Earth on 19–20 November 2007. Like the 2 June
event, two density structures can be tracked from the Sun to 1 AU
for this event. The passage of the rear density structure is
immediately followed by the arrival of high speed streams.
Rouillard et al. (2010c) identified the leading density structure as
a sheath region and the rear density structure as an interaction
region formed by high speed streams compressing the rear of the

MC. The trailing density structure is already a large structure
(width greater than 51 elongation) when it is first evident in the
HI-2B difference images ða" 203Þ suggesting that compression
may have already started at a heliocentric radial distance
of 0.3–0.5 AU. Comparison of the HI-A and HI-B observations
showed that HI-B observed the rear density structure more clearly
than HI-A. This was partly associated with the fact that HI-B
integrated more sunlight along the plane of CIR-CME interaction
(viewing the CIR spiral edge-on) than HI-A which integrated
sunlight across this plane (see Section 2.1). The reader is referred
to the paper by Sheeley and Rouillard (2010) which discusses this
effect in more detail.

The combination of the sheath region, the MC and the
interaction region between the MC and the high speed stream
forms a continuous region of high total pressure or MIR (Burlaga
et al., 1991, 2003). The formation of MIRs is more common near
and beyond 5 AU where the entrainment of transients by high
speed streams is common (Burlaga et al., 2003). This analysis
showed that the onset of MIR formation can occur as close as
0.3 AU from the Sun. Moreover, this analysis exemplifies the
inadequacy of the term CME in describing density structures in
the HI-2 field of view. Density structures can contain as much if
not more plasma that is kinematically and dynamically gathered
by the interaction of the flux rope with ambient solar wind
than intrinsic plasma released with the ‘coronal mass ejection’.

Fig. 4. A summary of observations described in detail in Section 3.1 for the 2 June 2008 CME. (a) is an EUVI image at 19.5 nm from ST-B. The white light observations are
from HI1-A (b) and HI-1/2A (J-map in (l)). The density structures (DS) observed in HI and discussed in the text are indicated. The in situ measurements were obtained by
ST-B. The white circle on the EUVI image is the estimated longitude of the source region of the CME.

A.P. Rouillard / Journal of Atmospheric and Solar-Terrestrial Physics 73 (2011) 1201–1213 1207

Rouillard 2011 



CME propagation  
One needs to know:  

 

1) the CME characteristics (area, mass, speed, direction of 

propagation, magnetic configuration..) 

 

2) the properties of the medium through which CMEs 

propagate (density, speed, magnetic configuration) 

 

3) the interaction between the CME and the medium (physical 

processes: deflection, rotation, deformation, reconnection, erosion – 
see e.g. Wang et al. 2004, Dasso et al. 2006, Lynch et al. 2009, Lugaz et al. 

2011, Manchester et al. 2014) 



CME propagation 

One can use: 
 
•  Observations   – near Sun (SOHO, STEREO, PROBA2, SDO) 

     – interplanetary space (STEREO/HI) 

     – in situ (ACE, WIND, DISCOVR, SOHO, STEREO) 

 

•  Models  − empirical: – drag based models (Cargill+ 1996, Vrsnak+ 

        2004-2014) 

       – constant or cessation of acceleration before      

            1 AU (Gopalswamy et al. 2000, 2001) 

      − MHD: ENLIL (Odstrcil 2003) 

      EUHFORIA (Pomoell et al. 2017) 
 
 



The Astrophysical Journal, 743:101 (12pp), 2011 December 20 Temmer et al.

Figure 10. Same as Figure 9 but for WSA+ENLIL.
(A color version of this figure is available in the online journal.)

on the model used, MAS+ENLIL or WSA+ENLIL, we obtain
quite different distance ranges at which the CME speed comes
adjusted to the ambient solar wind flow. Applying results
from MAS+ENLIL for Event 1, the CME would reach the
solar wind speed below 30 R⊙, whereas from WSA+ENLIL
at ∼70 R⊙. According to the study of Event 1 by Robbrecht
et al. (2009), there are no signatures of magnetic reconnection
even during the very early phase of CME evolution close to
the Sun. This implies that no driving forces are acting on
this particular CME and that it is pulled out by the solar
wind from starting from the low corona. This interpretation
is supported by observations revealing a continuous increase in
CME speed within the COR1+COR2 FoV matching the speed
derived in the HI1 distance range. However, the inertia of the
CME may cause a delay in the final adjustment. Taking into
account the uncertainties in the extracted solar wind speed
from WSA+ENLIL and MAS+ENLIL, the CME reaches the
same speed as the ambient solar wind flow at a distance range
20–70 R⊙.

From observations within the COR1+COR2 FoV, the CME
speed of Event 2 clearly decelerates below 30 R⊙. This can be
interpreted as evidence for a strongly acting drag force over

that distance range (see also Davis et al. 2010). Results from
MAS+ENLIL support this interpretation and the CME speed is
most likely adjusted to the background solar wind before enter-
ing the HI1 FoV. The increase of the CME speed at a distance
of ∼150–180 R⊙ seems to be related to an increase in the back-
ground solar wind speed beyond ∼100–140 R⊙ revealed from
both model runs (MAS+ENLIL and WSA+ENLIL) rather than
due to a propelling Lorentz force. This provides further evidence
that the CME is well embedded in the ambient solar wind flow
during its propagation in IP space.

Event 3 is the first fast CME event of cycle 24 occurring
during a period of enhanced solar activity. Therefore, it is more
difficult to interpret from the observational as well as from the
model side. The CME speed reveals a significant deceleration
from ∼1100 km s−1 down to ∼750 km s−1 within the COR2
FoV and accelerates again up to ∼1000 km s−1 at a distance of
∼110 R⊙. To explain this behavior, we propose a scenario where
the CME runs into strong overlying magnetic fields acting as
obstacle which drastically slows down the CME already close
to the Sun. Taking into account the distribution of the ambient
solar wind flow on a qualitative basis, ENLIL shows that the
CME crosses an HSS. Most likely, we observe a very weak

10

Temmer et al. 2011 

CME propagation 

Solar wind background: 

Wang-Sheeley-Arge + ENLIL 

 

Forces acting on CME:  

- the propelling Lorentz force - 

- the drag force.  
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CME propagation (2008 - 2010) 

Ø  CME 3D speeds give 

slightly better predictions 

than projected CME speeds 

 

Ø   The observed CME 

transit times from the Sun to 

1 AU show a particularly 

good correlation with the 

upstream solar-wind speed. 

Travel Times of Solar Minimum CMEs 487

Figure 4 Observed travel times versus calculated travel times obtained from the (a) G2000 and (b) G2001
models using projected CME speeds as input, and the (c) G2000 and (d) G2001 models using 3D CME speeds
as input. In panels (e) and (f) we have calculated travel times by assuming that CMEs propagated at constant
speed from the Sun to 1 AU. The speeds used are (e) the 12-hour averaged upstream solar-wind speed, and
(f) the ICME leading-edge speed. The calculated average errors and standard deviations are given in Table 2.
In panels (c) and (d) red diamonds show the seven events for which projected CME speeds could not be
measured. The ellipses in these panels mark two fast CME that arrived considerably slower than predicted
(see text for details).

Table 2 Average errors between observed and calculated travel times and associated standard deviations for
data sets shown in Figure 4. For the two first rows travel times were calculated using projected CME speeds
in (A) the G2000 model and (B) the G2001 model. For rows C – F 3D CME speeds were used. The values
were calculated using (C and D) our whole data set, and (G and H) excluding the seven events for which
projected CME speeds could not be determined. For the last two rows travel times were calculated from (G)
upstream solar wind speed, and (H) ICME leading-edge speed. Numbers in parentheses give the total number
of events used to calculate errors and standard deviations.

Error
[hours]

SDEV
[hours]

A: G2000, projected speeds (24) 14.9 9.9

B: G2001, projected speeds (24) 16.3 11.0

C: G2000, 3D speeds (31) 15.9 15.2

D: G2001, 3D speeds (31) 16.9 11.3

E: G2000, 3D speeds (24) 10.9 7.5

F: G2001, 3D speeds (24) 15.2 9.9

G: upstream speed (31) 10.8 9.7

H: ICME leading-edge speed (31) 9.1 7.2

G2001 
proj. V 

G2000 
proj. V 

G2000 
3D V 

G2001 
3D V 

LE ICME V 

12-h aver.  
Upstream SW 

G2000 – Gopalswamy et al. 2000 
G2001 – Gopalswamy et al. 2001  
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CME propagation – deep minimum 

Ø  the wide-angle view point 

from STEREO is crucial to 

detect solar counterparts for 

weak ICMEs  

 

Ø  narrow CMEs (angular 

widths ≤ 20◦ ) can arrive at 

Earth and an unstructured 

CME may result in a flux 

rope-type ICME. 

 

Ø  Ten out of 16 (63 %) of the 

associated CMEs were 

stealth CMEs. 

3784 E.K.J. Kilpua et al.

Figure 2 STEREO/COR2-B (left), STEREO/COR2-A (right) and LASCO-C3 (middle) coronagraph
base-difference images on 27 October 2009 at 23:24 UT. The CME is seen only in STEREO-A and
STEREO-B. Lower panels display the same images as the top panels, but the contours show the fit of the
CME with the flux rope model (see Section 2).

As indicated in Table 4, the CME described above started very slowly; its first appearance
in COR1-A is reported at 15:30 UT and in COR1-B at 10:30 UT. An EUV dimming associ-
ated with a small eruption occurred in Active Region (AR) 11029 located at N27W37 (Earth
view) on 27 October around 8 UT. No other CME-related EUV signatures were detected.
However, the dimming occurred relatively far from the CME apex as estimated by the FM
analysis and triangulation (the difference in longitude was about 30◦). For wide CMEs, rel-
atively large differences in the source and CME apex longitudes may occur (e.g. Lara, 2008;
Nieves-Chinchilla et al., 2013) since EUV activity can be related to only one of the CME
legs. Considering the narrow width of the 27 October CME (note that it is categorized as a
narrow CME and not as a normal CME) and the reconstruction results, we do not consider
it likely that the dimming was associated with the CME described above.

3.2. Example 2: 30 January – 4 February 2009

Figure 3 shows OMNI measurements during the ICME in early February 2009. The ICME
drove a weak shock detected on 2 February at 20:16 UT. At the shock, the solar wind speed
increased from about 300 to 350 km s−1. The ICME started on 4 February at 1 UT and
extended until 4 February at 18 UT. The ICME leading edge speed was 368 km s−1 and
its duration was 17 hours. The maximum magnetic field magnitude during the ICME was
11.3 nT. The magnetic field had relatively large variations, and because of the relatively high
density, the plasma β is only slightly lower than unity. However, the rotation of the magnetic
field is clear, which suggests a flux rope structure. The Pt profiles show a rapid increase at the
shock and then a plateau, suggesting that this flux rope was encountered at the intermediate
distance from the center. Using the ICME leading edge speed, we estimate that the CME
erupted on 30 January 7 UT. There were three CME candidates within the three-day time



-  major storms are produced by 
CMEs (Goplaswamy et al. 2007, Zhang 
et al. 2007) 

 
-  Geomagnetic storms are highly 

correlated with Bz, V!Bz, CMEs 
speeds as well as with the ram 
pressure (Gonzalez et al. 1994, 
Srivastava and Venkatakrishnan, 2004, 
Gopalswamy et al. 2008, Echer et al. 
2013). 

 
-  The major storms and 

superstorms meet the GT criteria 
(Echer et al. 2005, Gonzalez and 
Tsurutani 1987). 

 
 

Geomagnetic storms 

(GT criteria: a necessary IP condition for an intense geomagnetic storm to occur is 
the presence of an intense m.f. (Bs > 10 nT) for long durations (t > 3 h) of time.) 

the sheath drives the peak of the storm. For M-type events,
it can be difficult to summarize in a compact way, or even to
identify unambiguously, the various components present,
but the nature of the specific components driving the storm
is indicated, e.g., ‘‘SH(M)’’ means the presence of a sheath-
like region that may include features (such as additional
shocks) that suggest that more than one solar/interplanetary
event contributes. The situation where a shock is running
into a preceding ICME or magnetic cloud, as discussed
earlier in relation to Figure 3 is indicated by PICME-SH or
PMC-SH, respectively.
[32] Column 15 serves as an indicator of our group’s

confidence level of the identifications for each event. Levels
1, 2, and 3 indicate, with decreasing level of confidence, the
most unambiguous, plausible, and ambiguous/uncertain
identifications, respectively. For 47 (53%) of the storms
would we regard our associations as level 1. These include
most of the S-type and C-type events. The 27 (31%) level 2
storms include most M-type events and a few S-type. There
are 14 (16%) events in level 3. Except several events that
occurred during LASCO/EIT data gaps that gave rise to the
uncertainty of identification, nine of the level 3 events
(numbered as 2, 7, 28, 31, 34, 36, 40, 58, and 76 in
Table 1) presented a perplexing situation. These nine events
clearly showed ICME signatures in the solar wind observa-
tions. However, we were not able to find any conventional
frontside halo CME candidates in the plausible search
window, i.e., we fail to identify any eruptive feature on
the solar surface (e.g., filament eruption, dimming, loop
arcade, or long-duration flare), in spite of the availability of
disk observations from EIT, SXT, or SXI. Similar ‘‘problem
events’’ have been reported earlier [Webb et al., 1998;
Zhang et al., 2003].
[33] Two possibilities might help to explain the problem

events. First, as suggested by Zhang et al. [2003], an ICME
may be caused by a very slow halo CME originating on the

frontside of the Sun. Now we also think that it may be
originated high in the corona, thus yielding no response in
the low corona. This kind of halo CMEs may be mistakenly
regarded as from the backside, due to the lack of obvious
surface signatures. Indeed, we have been able to identify a
slow halo CME that occurred 4 to 6 days before the arrival
of the corresponding ICME for these problem events
(except event 40); the transit time was generally consistent
with that inferred from the observed CME and ICME
speeds. We have reported such CMEs in Table 1. The
second possibility is that an ‘‘unseen’’ CME, which exists
but may not be seen by LASCO, causes an ICME. This
could be due to the relatively poor ‘‘visibility’’ of a
coronagraph when a CME is launched close to the disk
center [e.g., Yashiro et al., 2005]. For some problem events,
we did find certain surface activities that might indicate an
alternative driver; these activities were reported in the
footnotes in Table 1. The above arguments may be consis-
tent with the study of Schwenn et al. [2005], who reported
that about 20% of ICMEs observed at the Earth, regardless
of the intensity of the resulting geomagnetic activity, were
not preceded by an identifiable frontside halo CME [see
also Cane and Richardson, 2003]. In any case, we hope that
more detailed analysis of data in the future may clarify the
solar sources of at least some of these problem events.

4.2. On the Types of Overall Solar-IP Sources

[34] In Figure 4, we show the distribution of the three
solar-IP source types for the 88 major geomagnetic storms
during 1996–2005. The total numbers of S-type, M-type,
and C-type events are 53 (60%), 24 (27%), and 11 (13%),
respectively. Hence nearly two thirds of these major storms
were generated by single events at the Sun and around
another quarter involved multiple solar events. Considering
S-type and M-type events together, we conclude that 77
(!87%) of the major storms in our study were driven by
ICMEs (including the related upstream SHs) and hence
originated from eruptive solar events, the remainder being
associated with CIRs and hence with coronal holes. This
result agrees with previous studies that have concluded that
major geomagnetic storms are predominantly caused by
ICMEs and their related structures [Gosling et al., 1991;
Tsurutani et al., 1997; Richardson et al., 2001].
[35] Nevertheless,, we also want to stress the nontrivial

fraction (!13%) of these major geomagnetic storms that
were driven by CIRs. A detailed analysis of the nine events
from 1996–2004 has been reported by Richardson et al.
[2006]. This is a somewhat surprising result but it is also a
consequence of the "100 nT Dst storm threshold chosen for
the workshops; the strongest CIR-associated storm had a
Dst minimum of "131 nT so all these events would have
been excluded had a lower Dst threshold been chosen.
Furthermore, we note that three of the 88 major storms were
generated by the interaction of a CIR with an ICME. These
were events 22 (22 October 1999; Dst = "237 nT), event 58
(1 October 2002; Dst = "176 nT), and event 76 (30 August
2004; Dst = "126 nT). These three events have been
classified as S-type in the table because it is the presence of
the ICME that is critical to the generation of the storm.
[36] The year-by-year distribution of event types is shown

in Figure 5. In 1996, the year of solar minimum, there was a
single major storm driven by a CIR. Otherwise, during the

Figure 4. Distribution of the three types of solar-IP
sources for the 88 major geomagnetic storms during 1996–
2005.
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•  Period1: 1995-1999 

•  Period2: 2006-2012 
 
-  the weak southward IMF and the 

lack of strong ICMEs led to weak 

Dst activity in Period2.  

-  Low solar wind densities may 

have further weakened the ring 

current response and the solar 

wind–magnetosphere coupling 

efficiency.  

-  No difference in solar wind 

speed between the 2 periods  
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geomagnetic activity in 2007–2010 coincides with the lack of
intense EY periods. It is interesting that the amount of EY was not
much different between 2008 and 2009, but as discussed above, in
2008 there was clearly more AE activity. Thus, there must be some
reason why particularly in 2009 ionospheric activity was minimal.
We also note that moderate and intense EY values were not much
different between 1998 and 2012 although the amount of Dst
activity was much higher in 1998.

We next examine whether it was solar wind speed or BS
magnitude which made EY small/large and the variations in other
solar wind parameters which affect solar wind–magnetosphere
coupling. Fig. 2 show the yearly averages of EY, solar wind speed,
BS, Pdyn, solar wind plasma density (Np), solar wind–magneto-
sphere coupling efficiency and magnetosonic Mach number (Mms).
We have approximated the coupling efficiency with the ratio of
the northern polar cap index (PCN) to EY (Palmroth et al., 2007).
PCN was obtained from the OMNI data base. The Mms is a relevant
parameter as it controls the properties of the Earth's bow shock.
The solar wind plasma and magnetic field characteristics change at
the bow shock, and thus the bow shock properties may have
important implications for the resulting geomagnetic activity.

We will first examine annual averages of V and BS. It is seen from
panels b and c of Fig. 2 that in general there were no drastic

differences between solar wind speeds between our two study
periods, but the BS was clearly weaker during Period 2. Thus, we
can conclude that the weakness of BS during Period 2 resulted in
particular to low Dst activity. Year 2008 had the highest average solar
wind speed from all investigated years, but the following year 2009,
featured a dramatic decrease in the average solar wind speed. Since
the average BS magnitudes were rather similar in 2008 and in 2009 it
is solar wind speed that caused the main difference in EY between
2008 and 2009, implying that the lack of high-speed solar wind
contributed significantly to the lack of AE activity in 2009. For Period
1 there was also a considerable reduction in solar wind speed after
the solar minimum, in 1997. However, we see from Fig. 2c that BS
magnitude had already increased considerably in 1997 from its
minimum in 1996. Consequently, in 1997 it was BS, which increased
EY and significant amount of Dst activity ensued.

Fig. 2e illustrates that Pdyn was low throughout Period 2, which
may have further weakened geomagnetic activity during Period 2.
As discussed above, solar wind speed did not have significant
difference between our study periods and thus it was mainly low
solar wind densities that led to low Pdyn during Period 2. The clear
difference in the average solar wind densities between Period 1
and Period 2 is seen from panel d of Fig. 2. Note that the lowest
solar wind densities were observed in 2008, but due to a low
average solar wind speed in 2009 the minimum Pdyn occurred in
2009. Thus, in 2009 all solar wind parameters that are considered
to have the primary influence on geomagnetic activity were
depressed (see Section 1).
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Fig. 1. (a) The top panel shows the yearly sunspot number from Solar Influences
Data Center (SIDC). The other panels from top to bottom give the annual variations
in hours with (b) moderate Dst activity, (c) moderate AE activity, (d) moderate EY,
(e) intense Dst activity, (f) intense AE activity, (g) intense EY. The thresholds for
moderate and intense activities are found from Table 1. We show the data only for
our two study periods (see Section 2). The data during the high solar activity during
cycle 23 has been excluded.
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Fig. 2. The annual averages of (a) solar wind driving electric field, (b) solar wind
speed, (c) IMF southward component, (d) solar wind density, (e) dynamic pressure,
(f) solar wind–magnetospheric coupling efficiency, and (g) magnetosonic Mach
number. The horizontal lines mark the average values for the parameter given in
the panel for two study periods combined.
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r(Bz, Dst)-2 = 0.76 

r(Bs·V, Dst)-2 = - 0.74 

r(V, Dst)-3 = - 0.29 

r(ρ, Dst)-1 = - 0.13 

CMEs in SC23, Dst < -150 nT 
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Table 4. The correlation and significance between the interplanetary structures parameters and the minimum value of Dst. The interplanetary
parameters are calculated at the same time as the Dst minimum (t0), one hour (t�1), two (t�2) and three hours earlier, respectively.

Correlation coefficient (r) [Significance]
No Crt. IP parameters IP average IP at t0 IP at t�1 IP at t�2 IP at t�3

1. B �0.66 [9.3⇥ 10�4] – – – –
2. Bz – 0.09 [6.7⇥ 10�1] 0.46 [2.9⇥ 10�2] 0.76 [3.3⇥ 10�5] 0.68 [5.1⇥ 10�4]
3. V �0.37 [9.1⇥ 10�2] �0.20 [3.6⇥ 10�1] �0.21 [3.5⇥ 10�1] �0.21 [3.3⇥ 10�1] �0.29 [1.9⇥ 10�1]
4. Bs · V – �0.28 [2.0⇥ 10�1] �0.49 [2.1⇥ 10�2] �0.74 [8.8⇥ 10�5] �0.74 [7.3⇥ 10�5]
5. Ram pressure – �0.15 [4.9⇥ 10�1] �0.26 [2.3⇥ 10�1] �0.07 [7.3⇥ 10�1] �0.29 [1.8⇥ 10�1]
6. Proton density �0.25 [2.6⇥ 10�1] �0.07 [7.5⇥ 10�1] �0.13 [5.7⇥ 10�1] 0.07 [7.4⇥ 10�1] �0.09 [6.9⇥ 10�1]
7. Plasma temperature �0.23 [3.1⇥ 10�1] 0.16 [4.8⇥ 10�1] 0.18 [4.1⇥ 10�1] 0.03 [8.9⇥ 10�1] 0.01 [9.6⇥ 10�1]
8. W

"

�0.71 [2.1⇥ 10�4] – – – –10 C. Oprea et al.: A study of solar and interplanetary parameters of CMEs causing major geomagnetic storms during SC 23
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Fig. 5. Superposed epoch analysis for the hourly mean values of Dst and Bz (upper left panel), Dst and Akasofu coupling function (lower
left panel) and for the 3-hourly mean values of Dst and Kp (upper right panel), Kp and Akasofu coupling function (lower right panel).
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Fig. 5. Superposed epoch analysis for the hourly mean values of Dst and Bz (upper left panel), Dst and Akasofu coupling function (lower
left panel) and for the 3-hourly mean values of Dst and Kp (upper right panel), Kp and Akasofu coupling function (lower right panel).

indicates a weak dependence for this pair of parameters. This
is different from the result of Srivastava and Venkatakrishnan
(2004) who found a better correlation between the two quan-
tities.
The minimum Dst versus proton density and the minimum

Dst versus plasma temperature, values taken in the same
manner as in the upper panels cases, do not show any cor-
relation.
Even if the amount of data considered for this study was

small (25), it is obvious that certain ICME parameters have a
good correlation with the Dst index and thus the intensity of
the geomagnetic storm.

3.5 Superposed epoch analysis

In this section we present the superposed epoch analysis (e.g.
Guo et al., 2011) of different IP parameters, the Akasofu cou-
pling function, the Kp geomagnetic index and the Dst index.
The parameters that characterize the behaviour of the IP

structures and the geomagnetic response used in this anal-
ysis are the hourly mean values of B, Bz, plasma speed,
plasma temperature, proton density, Dst, Kp, and the Aka-
sofu coupling function. In this analysis, we considered the
time at which the Dst reached minimum values as t = 0. We
selected the data recorded 24 h before the Dst minimum to

Ann. Geophys., 31, 1285–1295, 2013 www.ann-geophys.net/31/1285/2013/
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Figure 2: Temporal profiles of ε and EIN during April 11 – 13, 2001 (black lines results using high resolution data; red lines results using 

low resolution data). For comparison, PC, Ey and Dst profiles taken from OMNI data. Date format in this figure is day (hour:min.). 

Even though the high resolution data (when 
available) show higher variability during the main 
phase of the geomagnetic storm, it is clear that the 
energy is transferred not only during this phase, but 
much longer (almost 24 hours of continuous energy 
input, energy that has values about four to six times the 
non-storm ones). During the main phase of the storm 
we observe the highest values of the energy injected 
per second (in the ε and EIN evolution). The epsilon 
parameter has another peak comparable as 
magnitude with the one during the main phase, that 
coincides with the last minimum Bz value from the high 
resolution data (00:00 on April 12, 2001 – one hour after 
the end of the storm's main phase). As general profiles 
ε and EIN are similar, but differ in magnitude. The 
difference in magnitude comes from the different 
evaluation method of the scaling factor. This is in 
accordance with remarks made by authors such as 
Palmroth et al. (2003) or Koskinen and Tanskanen 
(2002) that the scaling factor should include plasma 
sheet heating and the energy carried by the plasmoids 
in the magnetotail. 

On the third row of Figure 2 we plotted the PC index 
(Troshichev and Andrezen, 1985) as a reliable proxy for 
characterising the solar wind energy that entered the 
magnetosphere (Troshichev et al., 2011). PC also shows 
energy being transferred for about the same period as 
ε and EIN. Troshichev et al. (2011) suggested PC = 2 
mV/m as a threshold for the solar wind energy input. As 
clearly seen in Figure 2 (third row) this limit is valid from 

April 11, 2001, 13:00 UT until April 12, 2001, 18:00 UT. This 
interval is consistent with the interval of excess energy 
deposition as calculated by the two formulas used in 
this study. 

In the fourth row of Figure 2 we plotted the 
interplanetary Ey calculated by OMNI as Ey = -Vx·Bz. The 
Ey's significant variations limit to the main phase 
duration of the storm. 

Gosling et al. (1990) as well as Khotyaintsev et al. 
(2004) found proof of reconnections happening during 
strong (negative) By. For the analysed storm, By has a 
second minimum, the lowest minimum during the 
entire storm, just after the moment the minimum Dst 
value is reached (Figure 1, second row). This could 
explain the second major peak in ε and EIN that is 
visible in Figure 2. 

Therefore, using the “classical” consideration that 
the energy is input into the magnetosphere during the 
main phase of the storm (Akasofu, 1981), which in our 
case lasts for seven hours (the interval marked by dash-
dotted vertical lines in Figures 1 and 2), we obtained 
the total input energy during this time: 
W(ε) = 1.35 × 1017  [J] and W(EIN) = 1.33 × 1018  [J]. W(EIN) 
is one order of magnitude larger than W(ε). This is a 
larger discrepancy as compared to the results 
obtained by Wang et al. (2014) – where the difference 
was by a factor of 2 only. 

Integrating over the entire period in which both ε 
and EIN show a significant increase as compared to a 
background level – in this case from April 11 at 13:00 UT 
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Still needed:  
 

To understand the CME propagation into IP 
space: 
Ø  To improve the background solar wind  

Ø  To understand the interaction between the CMEs 

and SW 

Ø  To improve the forecast of the CME arrival at the 

spacecraft and the forecast of Bz 
 
To understand the coupling between ICME and 
magnetosphere 
 
 
 
 
 
 
 
 
  

Summary 



CME propagation: 

 - Using STEREO/HI and/or drag approaches: Vrsnak+ 2010, 2013, 

Maloney+ 2010, Moestl+ 2014, Colaninno+ 2013, Mishra+ 2013, Lugaz+ 

2013, Hess+ 2014, Wang+ 2014, Temmer+ 2015, Zic+ 2015, Shi+ 2015, 

Zhao+ 2016, Rollett+ 2016, etc. 

- MHD: Lugaz+ 2011, Vrsnak+ 2014, Isavnin+ 2014, Webb+ 2014,  

Manchester+ 2014, Shen+ 2014, Pizzo+ 2015, Wang+ 2016, etc. 

 
 
 
 
 
 
 
 
  

Other recent studies not shown in this talk 

Geomagnetic storms:  

-  extreme geomagnetic storms: Cid+ 2014, 2015, etc. 

-  SC23 storms: Andriyas+ 2017, Hema+ 2017, etc. 

-  SC24 storms: Kataoka+ 2015, Wu+ 2016, Bisht+ 2017, Selvakumaran+ 2016, 

etc. 

-  prediction: Kataoka+ 2016, Kubicka+ 2016, etc. 

  
 
 
 
 
 
 
 
 
  


