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Temperature Fluctuations or 
Temperature Inhomogeneities?

Temperature Fluctuations or Temperature Inhomogeneities are the same:

They are just departures from a homogeneous temperature.

They are characterized by the normalized standard deviation from the 
average temperature.

Where the average is done over the observed volume and weighted by ne and 
nion*.
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Outline

1) What are the temperature inhomogeneities?

2) Qualitatively: What is their effect in abundance determinations?

3) How do we know they are there?

4) What is the amplitude of  the inhomogeneities?

5) Quantitatively: What is their effect in abundance 
determinations?

6) Statistically: What should be done to improve the abundance 
determinations?

7) Conclusions
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enough to do an analysis assuming 
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For many objects, it is possible to 
determine one (or a few) temperature 
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With these physical characteristics at 
hand (and using [O II]/H! and           
[O III]/H! ratios) it is possible to 
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determine one (or a few) temperature 
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Colisionally Excited Line (CEL) 
ratios.

With these physical characteristics at 
hand (and using [O II]/H! and           
[O III]/H! ratios) it is possible to 
determine O+ and O++ abundances.

There is an additional assumption 
that, if  there are some small 
variations in the temperature, the 
temperature one determines will be 
an average and when determining 
abundances the effects of  this single 
temperature will average out.

Small things that are usually included 
are: 

2 zone analysis.

Photoionization models produce 
t2 values of  about 0.004.



The specific intensity of  the 
emission lines depends on the 
velocity distribution of  the 
electrons on the observed region of  
space. 

And the conclusions can be deeply 
skewed if  one assumes a single 
temperature (Maxwellian 
distribution*) in a region where 
several temperatures (Maxwellian 
distributions*) are present.



The specific intensity of  the 
emission lines depends on the 
velocity distribution of  the 
electrons on the observed region of  
space. 

And the conclusions can be deeply 
skewed if  one assumes a single 
temperature (Maxwellian 
distribution*) in a region where 
several temperatures (Maxwellian 
distributions*) are present.

It doesn’t matter whether the 
inhomogeneities come from a steep 
gradient, small scale fluctuations or 
even coexisting Maxwellians within 
the same microscopic volume*.
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Qualitatively: What is the effect of  the 
Temperature Inhomogeneities?

In the presence of  thermal inhomogeneities, 
Optical (and UV) CELs are brighter in the hotter 
regions while RLs are brighter in the cooler 
regions.

A determination that assumes a homogeneous 
temperature compares things that should not be 
compared directly. 



Qualitatively: What is the effect of  the 
Temperature Inhomogeneities?

In the presence of  thermal inhomogeneities, 
Optical (and UV) CELs are brighter in the hotter 
regions while RLs are brighter in the cooler 
regions.

A determination that assumes a homogeneous 
temperature compares things that should not be 
compared directly. 

The temperature determined from Optical 
CELs is higher than the average.

The CELs from the hotter regions would be 
considered adequately, while the CELs from the 
cooler regions would be much fainter than 
expected.

The RLs from the hotter regions would be 
considered adequately, while RLs from the 
cooler regions would be brighter than expected.

Overall any CEL/RL ratio would be smaller 
than expected (to those assuming a 
homogeneous temperature).



Qualitatively: What is the effect of  the 
Temperature Inhomogeneities?

In the presence of  thermal inhomogeneities, 
Optical (and UV) CELs are brighter in the hotter 
regions while RLs are brighter in the cooler 
regions.

A determination that assumes a homogeneous 
temperature compares things that should not be 
compared directly. 

The temperature determined from Optical 
CELs is higher than the average.

The CELs from the hotter regions would be 
considered adequately, while the CELs from the 
cooler regions would be much fainter than 
expected.

The RLs from the hotter regions would be 
considered adequately, while RLs from the 
cooler regions would be brighter than expected.

Overall any CEL/RL ratio would be smaller 
than expected (to those assuming a 
homogeneous temperature).

Therefore the abundances would be 
underestimated.

This effect can easily explain the observed 
ADFs of  H II regions and of  most PNe.



Qualitatively: What is the effect of  the 
Temperature Inhomogeneities?

In the presence of  thermal inhomogeneities, 
Optical (and UV) CELs are brighter in the hotter 
regions while RLs are brighter in the cooler 
regions.

A determination that assumes a homogeneous 
temperature compares things that should not be 
compared directly. 

The temperature determined from Optical 
CELs is higher than the average.
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expected.

The RLs from the hotter regions would be 
considered adequately, while RLs from the 
cooler regions would be brighter than expected.

Overall any CEL/RL ratio would be smaller 
than expected (to those assuming a 
homogeneous temperature).

Therefore the abundances would be 
underestimated.

This effect can easily explain the observed 
ADFs of  H II regions and of  most PNe.

Caveats:

Some PNe (maybe 10%) do have H 
poor clumps.

If  a significant amount of  the 
emission comes form regions with 
densities over 10^5, the density 
inhomogeneities would mimic the 
effects of  temperature 
inhomogeneities.

For IR lines it breaks down when 
there is a significant amount of  
emission from regions with 
densities over 10^3.
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Some people insist that photoionization 
dominates the energetics of  these regions 
but, the presence of  filling factors, 
ϵ<<1.00, indicates this is not the case.
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How do we know that the temperature 
inhomogeneities are present in photoionized regions?

First: I would challenge the opposite 
point of  view.

Temperatures determined from different 
ions give different results.

Temperatures determined using RLs are 
always lower than those determined 
from Optical CELs.

There are ADFs in most (if  not all) H II 
regions and PNe.

We know there are shockwaves, 
shadowed regions, ionization fronts, x-
rays and cosmic rays.

Some people insist that photoionization 
dominates the energetics of  these regions 
but, the presence of  filling factors, 
ϵ<<1.00, indicates this is not the case.

A different question is whether these 
inhomogeneities occur in a chemically 
homogeneous region or not.

We have used several different methods to 
determine the magnitude of  these thermal 
inhomogeneities.

Comparing: Balmer with Oxygen CEL 
temperatures.

Comparing O++ CEL with O++ RL 
abundances.

Comparing C++ CEL with C++ RL 
abundances.

Comparing Oxygen CEL with He+ RL 
temperatures.

These magnitudes agree with each other 
showing that H, He , C, and O well mixed.



4 O II lines

Added together they are 7 times 
fainter than the Fe line 

and 150 times fainter than 4363
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I consider that it is a good approximation to assume that the
increase in the !!4713, 7065, 4471, and 5876 line intensities
corresponds to that predicted by the same "3889 value and
that the decrease in the !!3188 and 3889 lines corresponds
to another "3889 value. Consequently, by averaging the val-
ues of the nine helium lines for "3889 ¼ 4:4 (excluding
!!3188 and 3889), a value of Heþ=Hþ ¼ 0:08470# 0:00068
is obtained.

The five singlet lines, which are not affected by the "3889
effect, yield Heþ=Hþ ¼ 0:08448# 0:00099, in excellent
agreement with the value derived from the nine helium lines
and the discussion presented above.

From the observed spectra it is found that the I(4686)/
I(H#) value is smaller than 3:5$ 10%5, which, together with
the recombination coefficients by Brocklehurst (1971),
implies thatN(He++)/N(H+) is smaller than 2:9$ 10%6.

5.2. C andO Ionic Abundances from Recombination Lines

Table 7 presents the C and O ionic abundances derived
from recombination lines. The C++ abundance was derived
from the C ii !4267 line and the effective recombination
coefficients computed by Davey, Storey, & Kisielius (2000)
for case A and T ¼ 10; 000 K.

The O+ abundance was derived from the O i !!7771.96
and 7775.40 lines and the effective recombination coefficient

for the multiplet computed by Péquignot, Petitjean, & Bois-
son (1991). The third line of the multiplet, !7774.18, was
partially blended with a telluric line in emission. Conse-
quently, it was not possible to measure its intensity; it was
assumed that the three lines of the multiplet are in LS
coupling and consequently that Ið7774:18Þ ¼ Ið7771:96þ
7775:40Þ=2.

The O++ abundance was derived from the eight lines of
multiplet 1 of O ii (see Fig. 2) together with the effective
recombination coefficient for the multiplet computed by
Storey (1994) under the assumption of case B for Te ¼
10; 000 K and Ne ¼ 300 cm%3. The result is almost
independent of the case assumed; the difference in the O++/
H+ value between case A and case B is smaller than 4%. It
was found that the O ii lines of multiplet 1 are in case B
based on the observed intensities of multiplets 19, 2, and 28
of O ii that are strongly case sensitive; Peimbert, Storey, &
Torres-Peimbert (1993) also found that the O ii lines in the
Orion Nebula are in case B. The line intensity ratios within
multiplet 1 do not follow the LS coupling predictions. Fig-
ure 2 provides an excellent visual reference to estimate the
quality of the data; it includes two lines 4 orders of magni-
tude fainter than H# and also shows that lines separated by
2 Å are completely resolved.

5.3. Ionic Abundances from Collisionally Excited Lines

With the exception of C++/H+ and Fe++/H+, all the
other values presented in Table 8 for t2 ¼ 0:00 were derived
with the IRAF task ABUND, using only the low- and
medium-ionization zones. The low- and medium-ionization
zones of IRAF correspond to the low- and high-ionization
zones of this paper.

The C++/H+ value for t2 ¼ 0:00 was derived from the
collisionally excited lines of C iii !!1906 and 1909 by
Dufour et al. (1982) and Garnett et al. (1995). I consider this
procedure valid because the O degree of ionization derived
here is in excellent agreement with theirs (O++/O equal to
85% and 83%, respectively).

The Fe++/H+ value for t2 ¼ 0:00 was derived from the
atomic data by Nahar & Pradhan (1996) and Zhang (1996).
I did not determine the Fe+/H+ abundances because

TABLE 6

He+ Ionic Abundance

He+/H+a

t2 ¼ 0:033

Line "3889 ¼ 4:4 "3889 ¼ 10:5

3188 .................... 7167# 303b 8825# 368
3614 .................... 7640# 507 7640# 507
3819 .................... 8730# 294 8730# 294
3889 .................... 5731# 357b 7516# 460
4388 .................... 8892# 349 8892# 349
4471 .................... 8459# 128 8409# 127
4713 .................... 8788# 346 7906# 316c

4922 .................... 8392# 215 8392# 215
5876 .................... 8441# 86 8291# 84
6678 .................... 8412# 133 8412# 133
7065 .................... 8459# 147 5389# 98c

Adopted.............. 8470# 68d

a Given in units of 10%5.
b These lines require a higher "3889 value to be

consistent with the helium abundance and are not
included in the adopted average (see text).

c These lines require a lower "3889 value to be con-
sistent with the helium abundance (see text).

d Includes the effects of the uncertainty in
t2 ¼ 0:033# 0:005.

TABLE 7

C and O Ionic Abundances from
Recombination Linesa

Ion 30Dor

C++/H+.............. 7.96# 0.04
O+/H+ ............... 7.81# 0.12
O++/H+ ............. 8.46# 0.02

a In units of 12þ logðXm=HþÞ.

Fig. 2.—Section of the echelle spectrum showing the individual emission
lines of multiplet 1 of O ii (observed fluxes).
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What is the Amplitude of  the Fluctuations?

We need to model a distribution of  temperatures. 

Since we don’t know the temperature at each point of  the 
nebula we have to.....

We can try to make a model with a very large number of  gas 
parcels.

It would be a very artificial distribution without 
much astrophysical meaning.

We can simplify the problem assuming small deviations.

Much work has been done using a Taylor 
expansion.



t2 formalism: Taylor expansion
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t2 formalism: second order approximation
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What are the values of  t2?

H II Regions

Planetary Nebulae

range 0.020-0.120

median ~ 0.035

average ~ 0.044

range 0.028-0.120

median ~ 0.050

average ~ 0.055
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Parte II NUEVA CALIBRACIÓN
Nuevas mediciones de metalicidad

Table 11 — Average t2 for Wide Metallicity Range H II regions (WMR)
Object Locationa O/Hb O/Hc t2 O++ Te[O III] ne[O II] References Typed

O++O++
NGC 3576 G 8.56 8.92 0.038±0.009 0.67 8500±50 2300±200 1 IIbM16 G 8.50 8.90 0.039±0.006 0.25 7650±250 1050±250 2 IIbM17 G 8.52 8.88 0.033±0.005 0.83 8950±380 480 ±150 3 IIaM8 G 8.51 8.85 0.040±0.004 0.28 8090±140 1800±800 3 IIbH1013 X 8.45 8.84 0.037 0.49 7370±630 280 ±60 4 IIbNGC 595 X 8.45 8.80 0.036 0.44 7450±330 260 ±30 4 IIbM20 G 8.53 8.79 0.029±0.007 0.17 7800±300 240 ±70 2 IIbOrion G 8.51 8.79 0.028±0.006 0.83 8300±40 2400±300 5, 6 IIaNGC 3603 G 8.46 8.78 0.040±0.008 0.93 9060±200 2300±750 2 IIaK932 X 8.41 8.73 0.033 0.79 8360±150 470 ±40 4 IIaNGC 2403 X 8.36 8.72 0.039 0.67 8270±210 370 ±40 4 IIbNGC 604 X 8.38 8.71 0.034±0.015 0.71 8150±160 270 ±30 4 IIbS 311 G 8.39 8.67 0.038±0.007 0.31 9000±200 260 ±110 7 IIbNGC 5447 X 8.35 8.63 0.032 0.86 9280±180 280±690

280 4 IIa30 Doradus X 8.33 8.61 0.033±0.005 0.85 9950±60 279 ±16 8 IIaNGC 5461 X 8.41 8.60 0.027±0.012 0.77 8470±200 540 ±110e 4, 9 IIaNGC 5253 X 8.18 8.56 0.072±0.027 0.78 11960±290 660 ±140 10 IaNGC 6822 X 8.08 8.45 0.076±0.018 0.89 13000±1000 190 ±30 11 IaNGC 5471 X 8.03 8.33 0.082±0.030 0.78 14100±300 220 ±70f 9 IaNGC 456 X 7.99 8.33 0.067±0.013 0.80 12165±200 130 ±30 12 IaNGC 346 X 8.07 8.23 0.022±0.008 0.69 13070±50 144±44
38

g 13, 14 IIbNGC 460 X 7.96 8.19 0.032±0.032 0.56 12400±450 170 ±20 12 IIbNGC 2363 X 7.76 8.14 0.120±0.010 0.95 16200±300 550 ±100 4 IaTOL 2146− 391 X 7.79 8.09 0.107±0.034 0.86 15800±170 280 ±30 15 IaTOL 0357− 3915 X 7.90 8.12 0.029±0.064 0.87 14870±230 340 ±50 15 IaHaro 29 X 7.87 8.05 0.019±0.007 0.88 16050±100 235 ±85g 13, 16 IIaSBS 0335−052 X 7.35 7.60 0.021±0.007 0.93 20500±200 297 ±85g 13, 17 IIaI Zw 18 X 7.22 7.41 0.024±0.006 0.90 19060±610 87±65
56

g 13, 17 IIa<t2(WMR)>=0.044
a G=Galactic object, X=Extragalactic object.
b Total O abundance with homogeneous temperature, t2=0.000. In units of 12+log(O/H).c Total O abundance with thermal inhomogeneities, t2>0.000, plus the correction due to depletion of Ointo dust grains (Peimbert & Peimbert 2010). In units of 12+log(O/H).d The Type of H II region corresponds to the clasification we present in this work.e Derived from [Cl III] lines.
f Derived from [S II] lines.
g Derived from He I lines.
h It is important to keep in mind that when t2 ∼ 0.1, higher orders are needed so these values of t2should be taken with care.
References.— (1) García-Rojas et al. (2004); (2) García-Rojas et al. (2006); (3) García-Rojas et al. (2007);(4) Esteban et al. (2009); (5) Esteban et al. (2004); (6) O’Dell et al. (2003); (7) García-Rojas et al. (2005);(8) Peimbert (2003); (9) Esteban et al. (2002); (10) López-Sánchez et al. (2007); (11) Peimbert et al. (2005);(12) Peña-Guerrero et al. (2012); (13) Peimbert et al. (2007); (14) Peimbert et al. (2000); (15) This work;(16) Izotov et al. (1997); (17) Izotov & Thuan (1999).
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Quantitatively: What is their effect in 
abundance determinations?

– 13 –

Fig. 1.— Plot of the abundances obtained with the direct method, DM, versus the difference

in dex between the corrected abundances and those obtained with the DM, ∆(O/H). The
line is the best linear fit to the points presented, which represent the observations of the

objects listed in Table 1.
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...or at least similar volumes.

e.g. objects with high fraction of  He++ are 
not very good.
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Statistically: What should be done to improve 
the Abundance Determinations?

For most objects it is not possible to determine t2. 
When determining abundances using the 
direct method the abundances are 
underestimated by a factor of  about 2.

For H II regions we propose the Corrected 
Auroral Line Method (t2 + dust; in units of  
12+log O/H):

4 ANTONIO
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Statistically: What should be done to improve 
the Abundance Determinations?

For most objects it is not possible to determine t2. 
When doing numerical models an average t2 
should be forced into the model.

I would suggest making:

1/4 of  the cells slightly cooler.

1/4 of  the cells as they are.

1/4 of  the cells slightly hotter.

and 1/4 of  the cells even hotter.

The objective would be to obtain:

t2=0.035 for H II regions of  low degree 
of  ionization

t2=0.051 for H II regions of  high 
degree of  ionization

t2=0.055 for PNe.

When determining abundances using the 
direct method the abundances are 
underestimated by a factor of  about 2.
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For objects that are even fainter. 
Using ideas from:

Peimbert, M. 1967
Pagel, B. E. J. et al. 1979
Pilyugin, L. S. et al. 2005
Peimbert, A. et al. 2010
Peña-Guerrero, M. A. et al. 2012 

One can Recalibrate Pagel’s strong line Method:
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Fig. 3.— Comparison of representative bands of the upper and lower branches for both cali-

brations, the one presented in this paper (solid black curves) and that by Pilyugin & Thuan
(2005) (point-dashed curves). The black diamonds represent the 28 objects from Table 1,

where the abundances were determined considering the presence of thermal inhomogeneities
and the fraction of O depleted into dust grains.
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Conclusions
Temperature Inhomogeneities 
are real and are higher than 
predicted by photoionization 
models.

To fully understand 
photoionized regions, it is 
necessary to understand and 
model their source; but, to 
determine abundances it is 
only necessary to know their 
magnitude.



Conclusions
Temperature Inhomogeneities 
are real and are higher than 
predicted by photoionization 
models.

To fully understand 
photoionized regions, it is 
necessary to understand and 
model their source; but, to 
determine abundances it is 
only necessary to know their 
magnitude.

If  ignored, these 
Inhomogeneites will lead to 
systematic underestimations of  
the O/H ratio.

Most H II regions and PNe 
are chemically homogeneous. 

When available, RLs are 
better to determine 
abundances since they have 
the same dependence on Te 
and ne than H".

In H II regions the effect is in 
the 0.15 - 0.45 dex range 
(where 0.10 is due to the 
oxygen trapped in dust).

In PNe the effect is in the 0.15 
- 0.70 dex range.



Conclusions
Temperature Inhomogeneities 
are real and are higher than 
predicted by photoionization 
models.

To fully understand 
photoionized regions, it is 
necessary to understand and 
model their source; but, to 
determine abundances it is 
only necessary to know their 
magnitude.

If  ignored, these 
inhomogeneites will lead to 
systematic underestimations of  
the O/H ratio.

Most H II regions and PNe 
are chemically homogeneous. 

When available, RLs are 
better to determine 
abundances since they have 
the same dependence on Te 
and ne than H".

In H II regions the effect is in 
the 0.15 - 0.45 dex range 
(where 0.10 is due to the 
oxygen trapped in dust).

In PNe the effect is in the 0.15 
- 0.70 dex range.

For H II regions, it is possible 
to (statistically) correct the 
abundances obtained from the 
direct method.

This correction should also be 
used the strong line methods 
(when calibrated using CELs).

PNe need more work....             
as of  now
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Conclusions
Temperature Inhomogeneities 
are real and are higher than 
predicted by photoionization 
models.

To fully understand 
photoionized regions, it is 
necessary to understand and 
model their source; but, to 
determine abundances it is 
only necessary to know their 
magnitude.

If  ignored, these 
inhomogeneites will lead to 
systematic underestimations of  
the O/H ratio.

Most H II regions and PNe 
are chemically homogeneous. 

When available, RLs are 
better to determine 
abundances since they have 
the same dependence on Te 
and ne than H".

In H II regions the effect is in 
the 0.15 - 0.45 dex range 
(where 0.10 is due to the 
oxygen trapped in dust).

In PNe the effect is in the 0.15 
- 0.70 dex range.

For H II regions, it is possible 
to (statistically) correct the 
abundances obtained from the 
direct method.

This correction should also be 
used the strong line methods 
(when calibrated using CELs).

PNe need more work....             
as of  now

Numerical models can be 
altered to mimic higher t2.

When comparing numerical 
models to observed objects, it 
is better to fit nebular lines 
than to fit auroral lines or 
temperatures.
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Tables 3 and 4, respectively. Table 3, column (1) presents the adopted laboratory wavelength,

λ, column (2) the identification for each line, column (3) presents the extinction law value
used for each line (Seaton 1979), f(λ). Columns (4 - 6) present the data from NGC 456-1,
showing: the observed flux relative to Hβ, F (λ); the flux corrected for reddening relative to

Hβ, I(λ); and the percentage error associated with those intensities, respectively. Columns
(7 - 9) and (10 - 12) present the same data as columns (4 - 6) but for positions 2 and 3,

respectively. In Table 4 the columns are the same as the first 6 columns of Table 3 but for
Position 1 of NGC 460. The EWabs(Hβ), C(Hβ), EW (Hβ), as well as the F (Hβ) and I(β)

for each position in both objects are also presented in these tables.

4. Physical Conditions

4.1. Temperatures and densities

The sources for the atomic data of CELs in the used IRAF are presented in Table 5 –

for studies of nebulae with higher densities, we recommend to use more recent O+ collisional
strengths such as those from Wang et al. (2004); Montenegro et al. (2006); Pradhan et al.
(2006), and Tayal (2007). The temperatures and densities in Table 6 were determined using

the line intensities presented in Tables 3 and 4. These determinations were done with the
temden task in IRAF, which models populations in five-, six-, or eight-level ions to derive

the physical conditions.

4.2. Temperature Inhomogeneities

Instead of assuming a homogeneous temperature throughout the objects we took into
account inhomogeneities in the temperature structure, which are described by the formalism
developed by Peimbert (1967). To derive the ionic abundance ratios we used the average

temperature, T0, and the mean square temperature inhomogeneities, t2, defined as follows:

T0(ion) =

∫

Te(r)Ne(r)Nion(r)dV
∫

Ne(r)Nion(r)dV
, (1)

t2(ion) ≡

∫

(Te − T0)2Ne(r)Nion(r)dV

T 2
0

∫

Ne(r)Nion(r)dV
, (2)

where Ne and Nion are the electron and the ion densities, respectively, of the line of sight,

and V is the observed volume.

– 5 –

Independently of the effects of the thermal structure, there is an additional correc-

tion due to dust depletion that should be taken into account to determine abundances.
Esteban et al. (1998) found that the depletion of oxygen into dust grains in the Orion nebula
amounted to a 0.08 dex correction in the O/H ratio; slightly higher estimates of this cor-

rection have been found in recent studies of the Orion nebula (Mesa-Delgado et al. 2009b;
Simón-Dı́az & Stasińska 2011). From the depletion of Mg, Si, and Fe in Galactic and ex-

tragalactic H II regions, Peimbert & Peimbert (2010) estimated an O/H correction ranging
from 0.08 to 0.12 dex that increases with increasing O/H ratios.

3. Correction to the abundances derived with the Direct Method

Due to the inconsistencies presented when comparing abundances obtained with the
DM and those obtained with RLs, photoionization models, and using abundances of recently

formed stars, it is clear that abundances derived from the DM are systematically underes-
timated. This needs to be corrected by considering the thermal structure of the object and

the fraction of oxygen depleted into dust grains.

Table 1 lists the sample we used to correct the DM. The sample consists on six H II

galaxies, eight Galactic H II regions, and 14 extragalactic H II regions. This total of 28
objects were gathered from the literature and, in each of them, at least one value of t2 was

obtained. For the cases where there was more than one t2 value we took the one presented
as average or the one from the brightest observed region.

Based on detailed analysis presented in the literature (e.g. Peimbert 1967; Peimbert & Costero
1969; Peimbert et al. 2000; Peimbert 2003; Garćıa-Rojas et al. 2004; Esteban et al. 2005;

Peimbert et al. 2007; Esteban et al. 2009; Peimbert & Peimbert 2011; Peña-Guerrero et al.
2012; Peimbert et al. 2012); it follows that total oxygen abundances should be higher because

the thermal structure and the fraction of O depleted into dust grains should be taken into
account. We expect the magnitude of this effect to depend on the oxygen abundance and,
possibly, on the ionization degree. In order to take these factors into account, we considered

that the abundances derived from the DM should be corrected with a function f dependent
on the ionization degree and on the oxygen abundance determined from the DM, (O/H)DM:

(O/H)CALM = (O/H)DM + f(P,O/H), (1)

where CALM stands for Corrected Auroral Line Method. Throughout this paper all oxygen

abundances are given in units of 12+log(O/H).

As a first approximation to the function f , we decided to use a linear correction of the
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form

f(P,O/H) = C1 + C2 × P + C3 × (O/H)DM + C4 × P× (O/H)DM, (2)

where C1, C2, C3, and C4 are constants.

All abundances determined for our sample were corrected for (i) the presence of thermal

inhomogeneities and (ii) the fraction of oxygen depleted into dust grains. We have found
that the difference between these corrected abundances and those determined with the DM,
∆(O/H), lie in the 0.16 to 0.40 dex range.

We found the values of C1 and C3 from the relation between the parameter P and the

corrected abundances. In this way, C1 = 0.0825± 0.0025 and C3 = 0.375± 0.010. Similarly,
we found that the values of C2 and C4 are 0.010 ± 0.042 and 0.0002± 0.0070, respectively;
since their contribution is very small and consistent with zero we will ignore them, which

implies that the correction is independent of the ionization degree. Figure 1 shows that the
relation found for our sample is:

f(P,O/H) = f(O/H) = 0.0825(O/H)DM − 0.375; (3)

or, equivalently,
(O/H)CALM = 1.0825(O/H)DM − 0.375. (4)

The points in Figure 1 show a large dispersion, about half of this dispersion comes from the
uncertainties of the determination of t2 for each object; while the other half comes from the

unique physical conditions of each object.

4. Recalibration of Pagel’s Method

Pagel’s method is now being widely used to determine abundances in objects with
low intrinsic brightness or objects with low to intermediate redshift (z up to 1). Unfortu-
nately, depending on the calibration, resultant O/H values can vary by as much as 0.6 dex

(Kewley & Ellison 2008). This large dispersion in the calibrations mainly comes from what
was chosen to be adjusted: (i) the theoretical intensities given by photoionization models,

(ii) observations of CELs and abundances derived from the DM, or (iii) abundances derived
from observations of oxygen RLs. The lowest determinations are the ones that come from

using the DM, therefore they require the correction due to thermal inhomogeneities and the
O depletion into dust grains.

We find that, among all the calibrations of the O23 –O/H diagram available in the
literature, the one presented by Pilyugin & Thuan (2005) is the most adequate for this work

since it explicitly includes the ionization degree through the P parameter.
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The calibration of Pilyugin & Thuan (2005), (O/H)PT, used abundances that were de-

termined with the DM; hence, abundances are underestimated but this allows us to use equa-
tion 4 to correct them since (O/H)PT is an (O/H)DM at its core. We can determine oxygen
abundances from a recalibration of Pagel’s method, (O/H)RPM, by substituting (O/H)RPM

and (O/H)PT in place of (O/H)CALM and (O/H)DM into equation 4. We take (O/H)PT from
equation [22] and [24] of Pilyugin and Thuan for the upper and lower branches, respec-

tively, to obtain two recalibrated families of curves that now simultaneously consider the
thermal structure, the ionization structure, and the depleted fraction of O into dust grains.

The oxygen abundance for the upper branch (which shifted from 12+log(O/H)≥8.25 up to
12+log(O/H)≥8.55), can be estimated from:

(O/H)RPM =

(

O23 + 726.1 + 8.42P + 327.5P2

85.96 + 82.76P + 43.98P2 + 1.793O23

)

1.0825− 0.375

=
O23 + 1837 + 2146P + 850P2

209.5 + 201.7P + 107.2P2 + 4.37O23

, (5)

while the oxygen abundance for the lower branch (which shifted from 12+log(O/H)≤8.00
up to 12+log(O/H)≤8.29), can be estimated from:

(O/H)RPM =

(

O23 + 106.4 + 106.8P− 3.40P2

17.72 + 6.60P + 6.95P2 − 0.302O23

)

1.0825− 0.375

=
O23 + 90.73 + 94.58P− 5.26P2

14.81 + 5.52P + 5.81P2 − 0.252O23

. (6)

Figure 2 shows these recalibrations of the upper and lower branches for different ion-
ization degrees, while Figure 3 compares the calibration presented in this work and that of

Pilyugin & Thuan (2005) to the data from Table 1.

5. The O++ fraction

Something missing when using the P parameter is a quantitative connection with the
O++ fraction in the nebulae. We will define the O++ ionization degree, OID, as:

OID =

∫

nen(O++)dr
∫

nen(O+ +O++)dr
. (7)

Since there is a tight relationship between the parameter P and OID (see Figure 4), the
fraction of O++ in the object can be estimated through the the following equation:

OID = 0.9821P− 0.0048. (8)
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Pilyugin & Thuan (2005) to the data from Table 1.

5. The O++ fraction

Something missing when using the P parameter is a quantitative connection with the
O++ fraction in the nebulae. We will define the O++ ionization degree, OID, as:

OID =

∫

nen(O++)dr
∫

nen(O+ +O++)dr
. (7)

Since there is a tight relationship between the parameter P and OID (see Figure 4), the
fraction of O++ in the object can be estimated through the the following equation:

OID = 0.9821P− 0.0048. (8)
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Fig. 2.— New calibration of Pagel’s Method from equations 5 and 6. For clarity, the solid
P-valued curves have been labeled. The dashed horizontal lines indicate the transition zone

between the upper and lower branches.
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Table 1. H II region data

Object Typea Te[O III] t2 log(O23) P O++ O/Hb O/Hc References

O++O++

Upper branch

NGC 3576 GR 8500±50 0.038±0.009 0.78 0.78 0.67 8.56 8.92 1

M16 GR 7650±250 0.039±0.006 0.59 0.28 0.25 8.50 8.90 2

M17 GR 8950±380 0.033±0.005 0.73 0.83 0.83 8.52 8.88 3

M8 GR 8090±140 0.040±0.004 0.53 0.38 0.28 8.51 8.85 3

H1013 XR 7370±630 0.037 0.42 0.49 0.49 8.45 8.84 4

NGC 595 XR 7450±330 0.036 0.51 0.37 0.44 8.45 8.80 4

M20 GR 7800±300 0.029±0.007 0.60 0.20 0.17 8.53 8.79 2

Orion GR 8300±40 0.028±0.006 0.77 0.86 0.83 8.51 8.79 5, 6

NGC 3603 GR 9060±200 0.040±0.008 0.89 0.92 0.93 8.46 8.78 2

K932 XR 8360±150 0.033 0.72 0.72 0.79 8.41 8.73 4

NGC 2403 XR 8270±210 0.039 0.59 0.66 0.67 8.36 8.72 4

NGC 604 XR 8150±160 0.034±0.015 0.60 0.71 0.71 8.38 8.71 4

S 311 GR 9000±200 0.038±0.007 0.72 0.32 0.31 8.39 8.67 7

NGC 5447 XR 9280±180 0.032 0.85 0.78 0.86 8.35 8.63 4

30 Doradus XR 9950±60 0.033±0.005 0.90 0.85 0.85 8.33 8.61 8

NGC 5461 XR 8470±200 0.027±0.012 0.71 0.80 0.77 8.41 8.60 4, 9

NGC 5253 HIIG 11960±290 0.072±0.027 0.96 0.85 0.78 8.18 8.56 10

Transition zone

NGC 6822-V XR 13000±1000 0.076±0.018 0.91 0.88 0.89 8.08 8.45 11

NGC 5471 XR 14100±300 0.082±0.030 0.93 0.75 0.78 8.03 8.33 9

NGC 456 XR 12165±200 0.067±0.013 0.83 0.78 0.80 7.99 8.33 12

Lower branch

NGC 346 XR 13070±50 0.022±0.008 0.92 0.88 0.69 8.07 8.23 13, 14
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Table 1—Continued

Object Typea Te[O III] t2 log(O23) P O++ O/Hb O/Hc References

O++O++

NGC 460 XR 12400±450 0.032±0.032 0.81 0.62 0.56 7.96 8.19 12

NGC 2363 XR 16200±300 0.120±0.010 0.92 0.97 0.97 7.76 8.14 4

TOL 2146 − 391 HIIG 15800±170 0.107±0.034 0.91 0.92 0.86 7.79 8.09 15

TOL 0357 − 9315 HIIG 14870±230 0.029±0.064 0.93 0.93 0.87 7.90 8.12 15

Haro 29 HIIG 16050±100 0.019±0.007 0.91 0.91 0.88 7.87 8.05 13, 16

SBS 0335−052 HIIG 20500±200 0.021±0.007 0.67 0.93 0.93 7.35 7.60 13, 17

I Zw 18 HIIG 19060±610 0.024±0.006 0.47 0.86 0.90 7.22 7.41 13, 17

References.— (1) Garćıa-Rojas et al. (2004); (2) Garćıa-Rojas et al. (2006); (3) Garćıa-Rojas et al. (2007); (4) Esteb
an et al.

(2009); (5) Esteban et al. (2004); (6) O’Dell et al. (2003); (7) Garćıa-Rojas et al. (2005); (8) Peimbert (2003); (9)

Esteban et al. (2002); (10) López-Sánchez et al. (2007); (11) Peimbert et al. (2005); (12) Peña-Guerrero et al. (2012); (13)

Peimbert et al. (2007); (14) Peimbert et al. (2000); (15) Peimbert et al. (2012); (16) Izotov et al. (1997); (17) Izotov & Thuan

(1999).

aGR=Galactic region, XR=Extragalactic region, HIIG= H II Galaxy.

bGaseous O abundance with homogeneous temperature, t2=0.000. In units of 12+log(O/H).

cTotal O abundance with thermal inhomogeneities, t
2>0.000, including the correction due to depletion of O into

dust grains. In units of 12+log(O/H).
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