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Telescopes and 
instruments

• Astronomy : Access to most of the 
electromagnetic spectrum

• Multi-messenger astronomy : 
photons + particules (cosmic rays, 
neutrinos) + gravitational waves

• Either from the ground or from
space

• Direct exploration (solar system) 
Direct exploration for the solar 
system : sample analysis in situ or 
on Earth

• Various techniques : Imaging, 
Spectroscopy, 3D = 
images+spectra, Polarimetry,  
Monitoring, …

• Open archives



The Earth’s atmosphere  transmission

• Astronomers try to 
detect photons at 
all frequencies :  
from the gamma 
rays to radio 
domain
• Space missions for 

wavelength not 
accessible from the 
ground in most 
cases



The Earth’s atmosphere  transmission

• Absorption from 
molecules (O2, O3, 
H2O, CO2 …)

• Absorption from 
clouds

• Turbulence and 
winds à change of 
the light path and 
induce perturbations 
of the images of the 
images (seeing) 11th IRAM interferometry school    21. November 2022              25
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Specifications for Telescopes and Instruments
• The telescope and detector technologies depend on the 

wavelength range
• Visible : single (up to ~8m diameter) or segmented mirror (glass + thin 

metal)
• Radio : parabolic antenna , metallic surface up to ~100m
• Interferometer f
•  Telescope size  à theoretical angular resolution without the 

atmosphere ~ 1.2 l/D 
• Adaptive optics to remove atmospheric image distorsion
• Interferometer to reach the finest angular resolution

• Observatory site 
•  atmospheric transmission (H2O content is the most critical : high 

altitude site and dry conditions)
•  image quality : stable weather pattern, moderate wind, low 

turbulence,  … 
• Satellite 

• Orbit
• Stability of environment : e.g. Lagrange point vs Low Earth orbit like HST
• Instantaneous access to the sky 
• Sky visibility : Sun (+ Earth) avoidance  

• Pointing mode
• Sky survey (Planck …)
• Pointed observations (JWST, HST)



Satellite orbits

Hubble Space Telescope ~570 km James Webb Space Telescope ~1.5 106  km 



The benefit of space
missions (e.g. GAIA, 
Planck) :  full sky coverage
and homogeneous
calibration 



Airplanes & balloons
• Astronomy from airplanes (KAO and SOFIA)
• Few atmosphere left at the tropopause
• Stratospheric balloons operate at ~40km
• More extensively used for atmospheric work than for astronomy
• Main limitations : telescope size and flight time (10 hours … 2 months)



Solar system exploration

• On Earth, extraterrestrial material 
from meteorites, micro-
meteorites and interplanetary 
dust particules

• Solar system probes allow 
detailed investigations of solar 
system bodies surface & 
atmosphere : images, spectra, in 
situ measurements, in situ 
analyses (e.g. Rosetta , Mars 
rovers)

• Sample collection and return on 
Earth for further analysis (e.g.  
NASA/OSIRIS-REX)



Astronomy satellites (ESA view)



NASA science missions



Infrared astronomy from Space
IRAS-1983

ISO-1995

MSX-1996

Spitzer-2003

Akari-2006

Herschel-2009

WISE-2009

JWST-2022



UV satellites

https://en.wikipedia.org/wiki/List_of_space_telescopes#Ultraviolet

https://en.wikipedia.org/wiki/List_of_space_telescopes


JWST (https://webbtelescope.org/quick-facts)

• NASA +ESA and CSA

• 6.5m deployable mirror
• Mid-Infrared Instrument 

(MIRI) 4.9 – 27.9µm
• Near-Infrared Camera 

(NIRCam) (0.6 – 5 µm)

• Near-Infrared
Spectrograph (NIRSpec) 
(0.6 – 5.3µm)

• Near-Infrared Imager and 
Slitless Spectrograph/Fine 
Guidance Sensor
(NIRISS/FGS)



JWST Instruments

Optimized combination of imaging and 
spectroscopic capabilities
Detector choice depends on Wavelength 
and operation mode



JWST Instruments



Some ground based telescopes
• Visible (+ near IR) : 

• European Southern Observatory (Chile)
• Keck telescope, Gemini, Subaru, … Mauna Kea (Hawaii)
• Grantecan (Canary Island)

• Gamma rays (from the light produced by interaction of energetic 
photons and particles with the Earth atmosphere) Cerenkov effect 
• HESS (Namibia)
• CTA : under construction : 2 sites: Canary Island & Chile

• Radio 
• From meter (LOFAR) to centimeter (JVLA, MeerKAT) to (sub)millimeter 

wavelengths (ALMA, APEX, JCMT,  IRAM-30m, NOEMA, …)



European Southern Observatory
• https://www.eso.org/

public
• https://www.eso.org/

public/teles-instr/
• https://www.eso.org/

public/teles-
instr/lasilla

• https://www.eso.org/
public/teles-
instr/paranal-
observatory/vlt

• https://elt.eso.org

https://www.eso.org/public
https://www.eso.org/public
https://www.eso.org/public/teles-instr/
https://www.eso.org/public/teles-instr/
https://www.eso.org/public/teles-instr/lasilla
https://www.eso.org/public/teles-instr/lasilla
https://www.eso.org/public/teles-instr/lasilla
https://www.eso.org/public/teles-instr/paranal-observatory/vlt
https://www.eso.org/public/teles-instr/paranal-observatory/vlt
https://www.eso.org/public/teles-instr/paranal-observatory/vlt
https://www.eso.org/public/teles-instr/paranal-observatory/vlt
https://elt.eso.org/


IRAM (Institut de Radioastronomie 
Millimétrique)

• https://iram-
institute.org/about/resources-outreach

• https://iram-institute.org/virtual-
tour/30m

• https://iram-institute.org/virtual-
tour/noema

https://iram-institute.org/about/resources-outreach
https://iram-institute.org/about/resources-outreach
https://iram-institute.org/virtual-tour/30m
https://iram-institute.org/virtual-tour/30m
https://iram-institute.org/virtual-tour/noema
https://iram-institute.org/virtual-tour/noema


A single dish millimeter telescope : IRAM-30m
• Camera : NIKA2 

• 2 wavelengths : 2mm and 1.2mm
• Polarization capabilities 
• 2900 detectors in three arrays (616 Pixels at 2mm and 2x1140  at  

1.2mm)  
• FoV 6.5’

• Heterodyne receivers : EMIR 
• Single pixel , double polarization
• 4 frequency bands (72-116 GHz, 120-175 GHz, 200-270 GHz, 260-250 

GHz) 16 GHz per frequency band
• Large scale maps require scanning the sky with the telescope beam : 

On the Fly observations
• Telescope beam pattern : theoretical angular resolution (main beam) + 

secondary lobes

Real Beam Pattern 

-Secondary beams (finite surface antenna) 
-Error beams (surface imperfection) 
 
 
real beam : main beam + error beam 
 
 Important for extended sources  



The NOEMA interferometer 

~ 65km

11th IRAM interferometry school    21. November 2022              12



Radio interferometer : the NOEMA example

NOEMA

Jan 2022: 12 antennas

21. November 2022              2211th IRAM interferometry school    

Jan 2022: 12 antennas

11th IRAM interferometry school    21. November 2022              13

Phase center position:

Longitude: 05°:54’:28.5” E
Latitude:    44°:38’:02.0” N
Altitude:         2560m

used by PdBI

7

Increase the angular resolution by using several antennas together : the resolution is determined by the 
distance between the antennas, not by their sizes
Optical/near infrared  interferometry at ESO (VLTI) for extremely fine angular resolution



Antennas (I)

11th IRAM interferometry school    21. November 2022              15

Antennas (II)

11th IRAM interferometry school    21. November 2022              16

Diameter:                15 m
Collecting area:  176.7 m2

No. of panels:     176 adjustable aluminum panels
Surface accuracy:    35 µm



A submillimeter interferometer ALMA 
Atacama Large (sub)Millimeter Array

• https://almascience.eso.org/
• Main array : 50 x  12m diameter antennas
• Morita (Compact) array : 12x7 m diameter antennas
• 4 single dish telescopes
• 10 frequency bands from 35 to 850 GHz (one at a time)
• 10 main array configurations : baselines up to  16km
• Various observing modes

• Single pointing
• Mosaic
• Spectral survey
• Full Stokes parameters  
• Solar 
• VLBI

From E. Chapillon’s presentation, IRAM interferometry school

https://almascience.eso.org/


ALMA

• World Wide collaboration :
• Europe (ESO)
• North America (NRAO, USA, Canada)
• East Asia (Japan, South Korea, Taiwan) 
• Chile

• A complex organization
• Main site (AOS), Atacama plateau
• JAO = Main operations = AOS+OSF+SCO
• ARC nodes : interfaces with users

• Fully open science archive 
• 1 call for observations /year

  

ALMA
Atacama Large Millimeter/Submillimeter Array
World-wide collaboration

• Europe (ESO) 
• North America (USA, Canada, Taiwan) 
• Eastern Asia (Japan, Taiwan, South Korea) 
• Chile

  

ALMA

• JAO
– Main operations 

• ARCs
– Interface with user

• ARC nodes
– Additional user support

SCO

AOS

OSF

AOS

OSF

SCO



Specifications for Observations
• One size does not fit all !

• Compromise between angular resolution (fine details) and Field of View (global 
view)

• Compromise between spectral resolution (high for line profile information) and 
spectral coverage  (low to moderate R give a broader coverage)

• Compromise between complexity of observing modes and easy scheduling 
survey with standard setups) 

• Different detector and spectrometer technologies with wavelength domain : 
these compromises lead to different instrument concepts



Preparing for observations : e.g. ALMA

• Explain your idea and explain which information you wish to collect 
and how you can derive it from the measurements : Proposal writing 
• Use the Observing tool to derive the sensitivity and optimize the 

observation procedure : ALMA-OT
• Selection of the target(s)
• Selection of the observing mode : FoV, angular resolution, polarization, ..
• Selection of the spectral line, spectral resolution,  spectral bandwidth 
• Sensitivity requirements and computation of the observing time ! 

Compromise between the sensitivity and time 



Preparing for observations : the ALMA science 
portal

  

The science portal 



The ALMA observing tool

  

Observing tool  



  

Observing tool  



Data Archives

Observatory archives :
 ESO https://archive.eso.org/scienceportal/home
 ALMA https://almascience.eso.org/aq/
 JWST https://mast.stsci.edu/search/ui/#/jwst

Astronomy science portal : Strasbourg Astronomical Data Center (CDS)
http://cdsportal.u-strasbg.fr/
Several tools : ALADIN for Images, VizieR for catalogs, SIMBAD for 
bibliography, Xmatch for source identification , … 
https://aladin.cds.unistra.fr/aladin.gml

http://cdsportal.u-strasbg.fr/
https://aladin.cds.unistra.fr/aladin.gml


ALMA data archive

  

Archive 



Astronomy portal : Strasbourg 
astronomical Data center : CDS







Calibration and data analysis : from instrument 
units to physical units
 • Sophisticated observation procedures : acquisition toward the 

target, off source, on standards, .. 
• Calibration must include 

• a correction of the Earth atmosphere emission and attenuation (ON 
OFF procedure)

• Frequency/wavelength Calibration
• Knowledge of filter bandpass
• Corrections for instrument drifts (internal, related to observation 

conditions e.g. telescope temperature or elevation) .. According to 
the observation procedure

• Correction of instrument function (telescope PSF, spectral response)
• Calibration makes use of standards 

• Astronomical standards = well known objects with accurate models 
of their emission (e.g. stars, planets)

• Internal standards (e.g. hot and cold load in radio telescopes, 
frequency or wavelength reference )

• The overall accuracy depends on the telescope & instrument .. 
• Absolute flux calibration is at the level of 5/10% ; 
• Relative flux calibration is much better 
• Wavelength and frequency calibrations are excellent



Calibration and data analysis : From physical units 
to calibrated spectra and images

• Data calibration, and data processing 
• Making images and spectra from raw data :
• Sampling in frequency / velocity space
• Gridding and resampling the data acquisitions 
• Correction for telescope & instrument artefacts (beam shape, instrument function,  

instrument efficiency …)
• Computing the physical quantities 
à Each of this step can introduce noise and systematic errors

• The sensitivity calculations in the Observing tools include all steps 
• Systematic effects (e.g. a flux calibration error, pointing offset, beam 

smearing…) can be significant even for high S/N data and are not usually 
included in the sensitivity calculations



Extracting physical and chemical information

• Use all available information : images, spectra, polarization
• Inversion of the radiative transfer equation

• Start from the data and use the radiative transfer equations to compute 
physical quantities (column density, excitation temperature, kinetic 
temperature, density, etc.)

• The comparison with models is done using the extracted physical 
quantities and not the observed data

• Forward Model 
• Run physical and chemical models of the source providing predictions of 

fluxes of observed line and continuum intensities (e.g. the Meudon PDR 
model, a shock model, molecular cloud numerical simulation ..)

• The predictions from the forward model can be compared to the 
observed data to extract information on the model control parameters 
(Density, radiation field, time etc.)



Forward model

Data Data

Physical quantities

Radiative transfer

Comp with model

Source category 
from model

Prediction of 
observable 
quantities

Source physical and 
chemical model

Comp with model

Chemical and physical evolution + 
Radiative transfer

Inversion



Physical and chemical information : structure
• Source sizes

• From the angular extent of the source
• Must know the source distance 

• Definition : 1 parsec = the distance from Earth to Sun (1 AU = 1.5 108 km) is viewed with 
an angle of 1 arcsec = 648000/Pi astronomical units 

• Angular size of well known objects
• Moon. 30’
• Planet : Jupiter ~32-50” ; Uranus ~3-4” 
• Circumstellar Disk  0.25” (100 ua)  if in Orion (Distance of 400pc)
• Star forming core 50” (0.1 pc)”
• Nebula/Cloud 1.4° (10pc) if in Orion
• Galaxy 8.5’ (10 kpc)  for a galaxy in the local group (4 Mpc)
• High redshift galaxy ~ 1” (not a point source)

 



Measuring distances

• Parallax = displacement of the source 
apparent position due to the Earth 
motion

• Most accurate distance 
determination (geometrical effect)

• The GAIA mission has measured >> 
106 stellar parallax

• Maser features (H2O, SiO) can also 
provide parallax associated to star 
forming regions, or stellar envelopes

• The radial velocity provides 
information on the relative 
displacement of the source 
with respect to the observatory

•  Using a velocity field model 
(e.g. Galaxy rotation curve) in 
the Milky Way, the source 
distance can be derived



Physical and chemical information : structure

• Images = 2D projections of 3D 
structures on the plane of the sky.

• Integration along the line of sight à 
use assumptions to get information 
on the 3D structure :
• Statistics : different viewing angles of 

similar sources
• Velocity field (e.g. rotation, expansion, 

infall, outflow, .. )
• Differential extinction

 

“disk” geometry

“spheroid” geometry



Physical and chemical information 
: velocity
• Along the line of sight

• The velocity along the line of sight easily 
derived from the Doppler effect   dv/c ~ dl/l ~ 
dn/n (positive velocity and redshifted 
wavelengths for receding objects, negative 
velocity and blueshifted wavelengths for 
approaching objects) 

• Spectrally resolved line profile à Centroid 
velocity, velocity dispersion or Full Width at 
Half Maximum

• Velocity in the plane of the sky ?
• From  proper motions : displacement of the 

source due to its intrinsic motion
• Requires accurate positioning and multiple 

observations spaced in time
• 100 km/s à ~ 0.05 arcsec/yr in Orion

19
96
QJ
RA
S.
.3
7.
.5
03
R

Collapsing core



DSHARP , protoplanetary disks 
with ALMA

8

Figure 4. Example channels of 12CO emission in the disk around HD 163296, with an integrated intensity map (zeroth moment) to the right (Andrews et al.,
2018; Isella et al., 2019). The zeroth moment map was made with a 3� clip applied to the data. Note that the ringed structure visible in the zeroth moment map
can be attributed to continuum absorption from the far side of the disk and continuum subtraction during the imaging process (e.g. Isella et al., 2018; Keppler
et al., 2019).

rather than fitting the projected v0 value in each pixel, shifted
the spectrum in each pixel by the projected disk rotation,
v� sin(i) cos(�), such that each spectrum was centred on the
systemic velocity, vLSR. The aligned spectra could then be
compared to find the most appropriate value of v� in each
annuli. These approaches allow for the inference of v�(r) at
a precision down to ⇡ 10 m s�1, depending on the quality of
the data. Note that this method has been used to detect weak
emission lines in disks but assuming a priori the velocity
structure, such that lines can be e↵eciently stacked (e.g. Yen
et al., 2016).

These methods assume that the projected velocities are
purely rotational velocities, v�. However, they are easily ex-
tended to additionally account for radial and vertical veloci-
ties such that the projected velocity is the superposition of all
three projected components,

v0 = v� sin(i) cos(�)
|            {z            }

rotational

+ vr sin(i) sin(�)|           {z           }
radial

+ vz cos(i)|   {z   }
vertical

+vLSR. (2)

As demonstrated in Teague et al. (2019b), the three velocity
components can be disentangled (under the assumption of
an azimuthally symmetric velocity distribution) due to their
di↵ering dependence on the azimuthal angle, �. We note
that similar methods are used in studies of galaxies (most
notably with the kinemetry package; Krajnović et al., 2006),
which consider a harmonic expansion of circular and radial
terms for v0. However, as the intrinsic line widths found in
protoplanetary disks are much narrower and systematically
broadened due to the finite resolution of the data (e.g. Teague
et al., 2016), these techniques are not directly applicable
to protoplanetary disks. Teague et al. (2019b) was able to
use this technique to uncover significant radial and vertical
flows, in addition to the previously detected radially varying
rotational velocity, in the disk of HD 163296.

The assumption of an azimuthally symmetric disk breaks
down when one aims to search for azimuthally localised

deviations indicative of an embedded planet. The primary ap-
proach for doing this is to search for localised residuals from a
background model, v0 �hv0i� (Pérez et al., 2018). The largest
uncertainty here is the choice of background model to use
for the subtraction. The most simple approach is to assume a
background model that is in Keplerian rotation, optimising
the model parameters to find the best fit to the observations
(e.g. Walsh et al., 2017; Teague et al., 2019a). The model can
also include considerable amounts of complexity if the data
warrants it, such as analytical prescriptions of the emission
surface or disk warps, for example, as implemented in the
Python package eddy (Teague, 2019). A more complex, or
more source-specific, model would be a projection of the az-
imuthally averaged velocities profiles with a radially varying
emission surface as used in Casassus & Pérez (2019). It is
important to consider the flexibility of the model: too flexible
and the observations will be over-fit, while if the model is
inflexible, large systematic residuals will be produced.

A commonly predicted feature is a ‘Doppler flip’, due to
the additional velocity components from the spiral shocks
(Pérez et al., 2018; Pinte et al., 2018a,b; Teague et al., 2018a).
This manifests as a positive residual following the outer trail-
ing spiral arm and a negative residual tracing the inner leading
spiral arm. Again, due to the projection e↵ects and the su-
perposition of radial and vertical motions also driven by the
shock, the strength of this signal can vary significantly as a
function of azimuth in the disk (see the appendix of Pinte
et al., 2019, for example). Recently, Casassus & Pérez (2019)
and Pérez et al. (2020) reported the detection of a signifi-
cant feature resembling a ‘Doppler flip’ in the disk around
HD 100546.

Such features are also visible in the channel maps of the
data, but manifest in a di↵erent way. In a channel map, the
emission traces out the iso-velocity contour of the central
velocity of the channel. Thus, for a smooth velocity profile
the emission is expected to trace out similarly smooth iso-
velocity contours. The introduction of velocity perturbations
will change the velocity of the gas the emission is tracing

HD 163296 12CO channel ma & velocity field (Armitage+, 
Isella+)

Visualising the Kinematics of Planet Formation 9

Figure 5. Comparison of the rotation maps for a close to face-on disk, TW Hya, i ⇠ 5�, top, and a moderately inclined disk, HD 163297, i = 47�, bottom. The
maps were created using the ‘quadratic’ method described in Teague & Foreman-Mackey (2018). The right panels show a zoom-in of the center of each map
with lined contours highlighting the high velocity lobes which bend away from the disk major axis, plotted with dashed lines, due to the elevated emission
surface (a ‘flat’ disk would be perfectly symmetric about the major axis of the disk). This e↵ect is far more clearly seen for HD 163296 due to the inclined
viewing geometry. The beam sizes are shown in the bottom left of the zoom-in panels as hatched ellipses. The data is taken from Huang et al. (2018) for
TW Hya and Isella et al. (2018) for HD 163296.



Line of sight structure : combine 
emission & absorption

Absorption and emission provide complementary 
information
This information can be used to locate the object along 
the line of sight and for extracting the physical 
conditions

Source

Telescope

16 GHz coverage with 250 kHz resolution

First complete spectrum 
of a high-mass clump 

(Courtesy L. Bouscasse)

LSB USB

PolyFiX Correlator (IV)

11th IRAM interferometry school    21. November 2022              32



Extinction and reddening

• The light from background stars 
is absorbed and scattered by 
dust grains

• The extinction is stronger for 
short wavelengths à reddening 
effect

• If the distance to the stars is 
known (e.g. from GAIA) the 
differential extinction can be 
used to locate the dust clouds 
with respect to the stars



Vergely+2022

The 3D structure

• The matter 
accumulates in 
“clouds”

• Mos of the 
volume is filled 
with low density 
material (n < 1 
cm-3) with little 
dust

• Limited spatial 
resolution 

THEME EVOLUTION
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Figure 14: Eyebird view of the ISM volume density in the plane of the Galaxy inferred by 3D tomography
at a resolution of 25 pc thanks to Gaia recent results. The Sun is at the center. The Galactic center towards
the right. The Perseus, local and Sagittarius-Carina arms can be distinguished from left to right. The
Orion and Taurus molecular clouds does not appear well in this cut because they lie below the Galactic
plane. Adapted from Lallement et al. (in prep).

can be combined with other photometric catalogues (especially in the infrared) to greatly improve the
accuracy of extinction/reddening estimates. Finally, data from the Gaia Radial Velocity Spectrograph
(RVS) provide better stellar parameters that, in turn, will significantly improve the accuracy of extinc-
tion estimates for all observable objects. Therefore, much activity is expected in the coming years to
jointly exploit ground-based surveys and Gaia data (AIM, GEPI, UTINAM). Precise parallax distances
will progressively replace photometric or kinematic distances where such estimates existed, and totally
new constraints will emerge where no distance estimates previously existed. Detailed 3D dust maps with
various extents in distance and sky coverage can thus be expected.

In addition, measurements of the DIB at 8620 Å will in principle be feasible for millions of objects
on the Gaia RVS data release. This should deliver information on the carriers of the DIB by limiting
the characteristics of the absorption sites, and therefore the favorable conditions for DIB formation. This
will also happen for all DIBs observed in the massive ground-based spectroscopic surveys. This is in-
teresting as DIB carriers most probably represent an important reservoir of carbonaceous matter. Their

33



Dust emission (simplistic view)

Planck collaboration: Planck early results. XXIV.
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Fig. 16. SEDs from the emissivities of LVC (black) and IVC (blue) components for all the fields in our sample. For each H  component in each
cloud, the solid line is the modified black body fit using 353, 545, 857, and 3000 GHz data.
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FIRAS−DIRBE: T=17.9±0.1 K; β=1.84±0.03
HFI−IRAS: T=17.9±1.1 K; β=1.78±0.18

Fig. 17. Bottom panel: black points show the FIRAS spectrum of the
diffuse ISM (Compiègne et al. 2011). The red points are the average of
the IRAS or Planck emissivities for the local components of all our
fields; the uncertainty is the variance of the values divided by

√
N.

The solid curves are modified black body fits to each spectrum – the
5000 GHz point was excluded from the fit as it is dominated by non-
equilibrium dust emission. Top panel: same as bottom panel but each
data set is divided by its modified black body fit.

5.4. Dust properties

The modified black-body fit (Eq. (9)) provides information on
the properties, such as T , of the dust in each H  component. A
useful quantity used below is the emission cross-section of the
interstellar material per H:

σe ≡ κ0(ν/ν0)βµmH = τ/NHI. (10)

It is simply the prefactor to the Planck function in Eq. (9). In
what follows we adopt ν0 = 1200 GHz (λ0 = 250 µm) to com-
pare directly with the value of σe(1200) = τ/NHI at 250 µm
given by Boulanger et al. (1996).

A key quantity is the luminosity per H atom L (in W/H) emit-
ted by dust grains (equal to the absorbed power) computed by
integrating the SED over ν:

L =
∫

4π κ0(ν/ν0)βµmHBν(T ) dν. (11)

Complementing the actual SEDs in Fig. 16, Fig. 18 shows the
derived values of σe(1200), T and L plotted against the velocity
of each H  component (LVC and IVC) in our sample.

The average emission cross-section for the 14 LVC compo-
nents of our sample is 1.0 ± 0.3 × 10−25 cm2, in good agreement
with the value of 1 × 10−25 cm2 obtained by Boulanger et al.
(1996). The scatter of σe(1200) for the LVCs (30%) is not the
result of errors.

The emission cross-section for the IVC components is dif-
ferent, often 50% lower compared to the LVCs. There appear to
be differences among the IVCs too, perhaps related to the fact
that they belong to different IVC complexes. All fields in our
sample overlap with the Intermediate Velocity (IV) Arch, ex-
cept MC which is in the southern Galactic sky and belongs to
the PP Arch and BOOTES which is part of Complex K (Kuntz
& Danly 1996). The North Celestial Loop also overlaps spa-
tially with the Low-Latitude Intermediate Velocity (LLIV) Arch
(Kuntz & Danly 1996), an H  feature at slightly less negative
velocity (∼−50 km s−1) than the IV Arch (∼−75 km s−1). The
fields UMA and UMAEAST contain clumps identified by Kuntz
& Danly (1996) as being part of the LLIV Arch (specifically
LLIV1, LLIV2 and LLIV3). The field POL also contains emis-
sion that can be attributed to the LLIV Arch. These different
complexes are identified with separate symbols in Fig. 18. The
outliers are POL, UMAEAST (high) and MC (low). Excluding
these σe = 0.5 ± 0.2 × 10−25 cm2 for the rest.

The values of T for the LVCs (T = 17.9 ± 0.9 K) are in
accordance with that obtained from the FIRAS spectrum at high
Galactic latitude (T = 17.9±0.1 K; Fig. 17) and also close to the
17.5 K found by Boulanger et al. (1996) assuming β = 2. Like
for σe, a systematic difference in T is found between LVCs and
IVCs, even though it is less statistically significant. On average
the IVC group of clouds6 has T = 20.0 ± 1.0 K, a value greater
than in the local ISM at the 2.1σ level. Note the different IVC
complexes as well.

Regarding L the striking result here is the small variation
observed over all the fields and H  components. Combined to-
gether, the LVCs and IVCs have 〈L〉 = 3.4 ± 0.6 × 10−31 W/H,
representing a variation of only 20% over all clouds. The fact
that L is rather constant over all fields and H  components can
also be appreciated in Fig. 16, where all SEDs are at about the
same level. The small variation of L is surprising as it indicates

6 Excluding POL, UMAEAST and MC.
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Dust grains are well mixed with gas with a gas/dust 
ratio of ~100 

Dust grains produce a thermal grey body emission 
that can be modelled as 
 In ~ Mgrains e(n) Bn(Tg) ~ Ngas e(n) Bn(Tg) 
With dust emissivity e(n) scaling as nb

With measurements of Iv in different frequency 
bands, the Spectral energy distribution (SED) can be 
built
The SED fit gives the dust temperature Tg, the dust 
emissivity index b and the gas column density Ngas 
(with assumptions on the dust properties)

! Not so simple : Mixture of dust grain population & 
sizes + temperature gradient along the line of sight + 
variation of emissivity with grain properties .. 
Read carefully  the assumptions 
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Figure 1. Parameterization of the THEMIS model implemented in HerBIE. The small (medium
and large) a-C(:H) have a radius smaller (larger) than 1.5 nm. The color code of the three
subcomponents is identical in the two panels.

Figure 2. Left: distribution of starlight intensities (color curves) fit to an SED.
Right: simulation to demonstrate the efficiency of different methods to fit dust SEDs.

coated amorphous silicates with iron inclusions. We parameterize the dust size distribu-
tion by scaling the fraction of small a-C(:H), the sub-component carrying the mid-IR
features (Fig. 1).

2.2. The Macroscopical Mixing of Physical Conditions

When studying galaxies, we can not avoid the mixing of physical conditions within
the observed region. To compensate our ignorance of the particular ISM structure of
our sources, we adopt the empirical prescription of Dale et al. (2001), assuming that the
distribution of starlight intensities heating the dust, U , follows a power-law: dMdust ∝
U−αdU for Umin <U <Umax. Thus, the shape of the observed far-IR peak constrains this
distribution. This is shown in Fig. 2-left, where the sum of the colored curves is the total
dust SED, shown with the black solid line. With this SED model, the main relevant
parameters, which are weakly dependent on the assumptions we made, are: (i) the dust
mass, Mdust; (ii) the mean starlight intensity, 〈U〉; and (iii) the mass fraction of small
a-C(:H), qAF.
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3D structures in molecular 
clouds : Filaments 

Identification of filaments, measurement of 
filament width,  orientation and linear mass 
(Kirk+2024) 

A census of dense cores in TMC1 9
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Figure 8. The filamentary network towards the TMC1 region as traced by DisPerSE plotted over the N(H2) map. The red, blue, and green lines denote
filaments that are supercritical, trans-critical, and subcritical against axisymmetric perturbations, respectively (see text for details). The purple vectors show
the magnetic field direction inferred from the 353 GHz Planck polarisation data. Distance and percentage polarisation reference bars are shown in the bottom-
right corner. The grey and white contours denote column densities at the equivalent of an AV of 3 and 7 mag, respectively. The TMC1 Filament is annotated
and shown by a thicker line weight, and a short white orthogonal line shows the split between the North and South sections.

to an ⇠ 11 K linear feature in Figure 2, demonstrating that it is one
of the coldest and densest features in the TMC1 region. Figure 8
also illustrates that most of the other filaments in the TMC1 region
are sub-critical filaments that generally appear at lower background
column densities.

5.2 Filament Widths

The filament profiles exhibit a range of morphologies. The centres
are broadly Gaussian, but a number of them depart from that shape
in their outer parts and are better fit with a Plummer-like profile. To
gauge the FWHM of the inner part of the filament, we follow Ar-
zoumanian et al. (2019) by fitting a Gaussian to the profile within
1.5⇥HPHW of the centre, where the HPHW is the point where the
filament profile has dropped to half the peak amplitude measured
above the background. The e↵ective beam FWHM of the map is
subtracted in quadrature from the fitted Gaussian to give a decon-
volved filament width, FWHMdec.

The histogram of measured FWHMdec is shown in Figure 9.
The width of each filament is determined twice using each side
of the median profile of the filament independently. The distribu-
tion of the “left-hand” and “right-hand” fits is shown in Figure 9.
The distribution of averaged FWHMdec for all robust filaments

is also shown. This latter histogram shows a peak at ⇠ 0.07 pc,
identical to the the peak in the filament width distribution found
in the neighbouring B211/213 region (Palmeirim et al. 2013). As
discussed in André et al. (2022), width estimates based on Gaus-
sian fits are typically underestimated in the presence of significant
power-law wings, and the deconvolution of widths at larger dis-
tances can make it hard to interpret filament FWHMs. However,
the e↵ective FWHM used for deconvolution (vertical line in Fig 9)
is su�ciently small for these observations not to make an apprecia-
ble di↵erence. Based on a Plummer-fit analysis, the TMC1 filament
itself has a mean half-power width of ⇠ 0.13 pc (see Section 5.4 be-
low).

5.3 Filament Orientation

We compare the orientation of the TMC1 regions filaments with
the larger-scale magnetic field direction inferred from the Planck
353 GHz polarisation products (Planck Collaboration 2020). The
purple vectors in Figure 8 show the directions of the larger-scale
magnetic field so determined. The field is broadly uniform across
the TMC1 region but does bend slightly. The majority of supercrit-
ical filaments appear to be orthogonal to the field direction.

We define the orientation of a filament as the median posi-
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Figure 9. The distribution of deconvolved FWHM widths from Gaussian
fitting to the inner part of each filament. The red-dotted and blue-dashed
curves show the widths derived from the separate “left” and “right” fits for
each filament. The black curve shows the FWHM averaged between left and
right for each filament. The vertical black-dashed line shows the e↵ective
FWHM of the map. The FWHM were fitted on the high-resolution (18”)
column density map.

Figure 10. Comparison of filament position angles to the magnetic field
direction. The black curve shows the histogram of all robust filaments to-
wards the TMC1 region. The red-shaded histogram shows the orientation of
supercritical filaments. The purple curve shows the normalised histogram of
the magnetic field direction across the map sampled on a 10 scale. Both red
and black histograms are normalised to the peak of the black histogram.

tion angle across its nodes. The normalised distribution of mean
position angles is shown in Figure 10. The relative distribution for
supercritical filaments occupies a narrow position angle range with
values of approximately �50 � 0�. The normalized orientation of
the magnetic field vectors from Figure 8 is also shown. There is
a clear o↵set between these two position angles of approximately
90� degrees, showing that the supercritical filaments are orientated
orthogonal to the magnetic field direction. This result is similar to
that of Palmeirim et al. (2013) who found that the main supercriti-
cal filament in the L1495 region was also aligned orthogonal to its
local magnetic field direction.

5.4 The TMC1 Filament

The TMC1 filament is a thermally supercritical filament that runs
in a north-westerly direction from an R.A. of 04:42 and Dec. of
+25:35 to an RA of 04:41 and Dec. of +26:00, as shown and an-
notated in Figure 8. This filament is heavily studied as a proto-
typical chemically young star-forming site (McGuire et al. 2018;
Soma et al. 2018; Fuente et al. 2019). The DisPerSE extraction
split the TMC1 filament in two at a Declination of +25:47:45.
We refer to the two parts as the “North” and “South” TMC1 fil-
ament, each of which has a length of 0.9 pc. Note that the North
and South filaments respectively correspond to the distinct Planck
Galactic Cold Clumps G174.20-13.44 and G174.40-13.45 (Fehér
et al. 2016; Planck Collaboration 2016).

As noted earlier, Nutter et al. (2008) found that the TMC1
filament (the “Bull’s Tail”) was consistent with a narrow, cold (⇠
8 K) core and a broader, warmer (⇠ 12 K) jacket. The Herschel
emission is a product of dust at di↵erent temperatures along the
line of sight so the single temperature estimated from it will be a
characteristic average. Nevertheless, the Bull’s Tail is prominently
shown as a cold feature (the red strip in Figure 2). The filament is
su�ciently dense to have been seen in absorption in a Spitzer 70
µm map (Nutter et al. 2008), as discussed in Section 4.1.

The median profiles for the North and South filaments are
shown in Figure 11. The profiles have been reconstructed and anal-
ysed independently on each side of each filament, following the
approach and conventions of Arzoumanian et al. (2019). Both fil-
aments run in a broadly SE to NW orientation. Therefore, the left
hand profiles in Figure 11 correspond to the NE side of the fila-
ments, whereas the right hand profiles correspond to the SW side.
For simplicity, we refer to these as the “left” and “right” profiles.

Figure 11 shows the median profile along the filament and
the median dispersion around the median profile. In addition, the
best fit Gaussian profile to the inner part of the profile is shown
(see Section 5.2). The South filament (both sides) and the left
North filament have FWHMdec approximately equal to the peak of
0.07 pc shown in Figure 9, but the right North filament has a larger
FWHMdec of 0.12 pc. The North filament is relatively well fit by
a Gaussian profile out to large radii, albeit at a cost of poor con-
straint on peak. By contrast, the South filament is well fit on peak,
but its greater peak-to-background contrast more readily shows a
departure from the Gaussian profile.

An estimate of the outer width of each profile can be made as
the place where the gradient of the smoothed profile goes to zero
(see Arzoumanian et al. 2019 for details). This point is shown in
each case also in Figure 11. The level of the profile at this point
it taken as the profile background. The North filament appears
broadly symmetric with similar background levels and widths on
either side. The South filament, however, appears more asymmet-
ric with a high background on the left and a low background on
the right as it tapers away into the noise. The mean background
level of the first three is ⇠ 3 ⇥ 1021 cm�2, but is only half that for
the last one. This di↵erence can be seen in Figure 8 by the empty
space between the filament and the edge of the figure. The North
filament and the left profile of the South filament have widths of
⇠ 0.3 pc. The right profile of the North filament, however, has a
width of twice this at 0.7 pc, again, most likely due to the lack of
other features surrounding it.

The North filament has a mean column density of 6.5 ⇥
1021 cm�2 whereas the South one has a mean of 13⇥1021 cm�2. This
di↵erence is consistent with maps of molecular line emission that
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Figure 9. The distribution of deconvolved FWHM widths from Gaussian
fitting to the inner part of each filament. The red-dotted and blue-dashed
curves show the widths derived from the separate “left” and “right” fits for
each filament. The black curve shows the FWHM averaged between left and
right for each filament. The vertical black-dashed line shows the e↵ective
FWHM of the map. The FWHM were fitted on the high-resolution (18”)
column density map.

Figure 10. Comparison of filament position angles to the magnetic field
direction. The black curve shows the histogram of all robust filaments to-
wards the TMC1 region. The red-shaded histogram shows the orientation of
supercritical filaments. The purple curve shows the normalised histogram of
the magnetic field direction across the map sampled on a 10 scale. Both red
and black histograms are normalised to the peak of the black histogram.

tion angle across its nodes. The normalised distribution of mean
position angles is shown in Figure 10. The relative distribution for
supercritical filaments occupies a narrow position angle range with
values of approximately �50 � 0�. The normalized orientation of
the magnetic field vectors from Figure 8 is also shown. There is
a clear o↵set between these two position angles of approximately
90� degrees, showing that the supercritical filaments are orientated
orthogonal to the magnetic field direction. This result is similar to
that of Palmeirim et al. (2013) who found that the main supercriti-
cal filament in the L1495 region was also aligned orthogonal to its
local magnetic field direction.

5.4 The TMC1 Filament

The TMC1 filament is a thermally supercritical filament that runs
in a north-westerly direction from an R.A. of 04:42 and Dec. of
+25:35 to an RA of 04:41 and Dec. of +26:00, as shown and an-
notated in Figure 8. This filament is heavily studied as a proto-
typical chemically young star-forming site (McGuire et al. 2018;
Soma et al. 2018; Fuente et al. 2019). The DisPerSE extraction
split the TMC1 filament in two at a Declination of +25:47:45.
We refer to the two parts as the “North” and “South” TMC1 fil-
ament, each of which has a length of 0.9 pc. Note that the North
and South filaments respectively correspond to the distinct Planck
Galactic Cold Clumps G174.20-13.44 and G174.40-13.45 (Fehér
et al. 2016; Planck Collaboration 2016).

As noted earlier, Nutter et al. (2008) found that the TMC1
filament (the “Bull’s Tail”) was consistent with a narrow, cold (⇠
8 K) core and a broader, warmer (⇠ 12 K) jacket. The Herschel
emission is a product of dust at di↵erent temperatures along the
line of sight so the single temperature estimated from it will be a
characteristic average. Nevertheless, the Bull’s Tail is prominently
shown as a cold feature (the red strip in Figure 2). The filament is
su�ciently dense to have been seen in absorption in a Spitzer 70
µm map (Nutter et al. 2008), as discussed in Section 4.1.

The median profiles for the North and South filaments are
shown in Figure 11. The profiles have been reconstructed and anal-
ysed independently on each side of each filament, following the
approach and conventions of Arzoumanian et al. (2019). Both fil-
aments run in a broadly SE to NW orientation. Therefore, the left
hand profiles in Figure 11 correspond to the NE side of the fila-
ments, whereas the right hand profiles correspond to the SW side.
For simplicity, we refer to these as the “left” and “right” profiles.

Figure 11 shows the median profile along the filament and
the median dispersion around the median profile. In addition, the
best fit Gaussian profile to the inner part of the profile is shown
(see Section 5.2). The South filament (both sides) and the left
North filament have FWHMdec approximately equal to the peak of
0.07 pc shown in Figure 9, but the right North filament has a larger
FWHMdec of 0.12 pc. The North filament is relatively well fit by
a Gaussian profile out to large radii, albeit at a cost of poor con-
straint on peak. By contrast, the South filament is well fit on peak,
but its greater peak-to-background contrast more readily shows a
departure from the Gaussian profile.

An estimate of the outer width of each profile can be made as
the place where the gradient of the smoothed profile goes to zero
(see Arzoumanian et al. 2019 for details). This point is shown in
each case also in Figure 11. The level of the profile at this point
it taken as the profile background. The North filament appears
broadly symmetric with similar background levels and widths on
either side. The South filament, however, appears more asymmet-
ric with a high background on the left and a low background on
the right as it tapers away into the noise. The mean background
level of the first three is ⇠ 3 ⇥ 1021 cm�2, but is only half that for
the last one. This di↵erence can be seen in Figure 8 by the empty
space between the filament and the edge of the figure. The North
filament and the left profile of the South filament have widths of
⇠ 0.3 pc. The right profile of the North filament, however, has a
width of twice this at 0.7 pc, again, most likely due to the lack of
other features surrounding it.

The North filament has a mean column density of 6.5 ⇥
1021 cm�2 whereas the South one has a mean of 13⇥1021 cm�2. This
di↵erence is consistent with maps of molecular line emission that
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Determinations of the gas density, 
temperature and pressure
• Using the level population of  C (fine structure levels) or molecules 

like CO, C2 , NH3, etc. (rotational levels)
• Needs an accurate modeling of the excitation processes (collisions 

with H, He, H2, e- ; radiative pumping …)
• Hypothesis of single structure associated with a given (Gaussian) 

velocity component with uniform physical conditions (n, T) and 
simple geometry (sphere, plane-parallel ..)
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Temperature : 
NH3
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Transitions between 
rotation/inversion states 
have similar frequencies 
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angular resolution

• Metastable levels, the 
relative population 
depend on Tkin for n ≥  
104 cm-3

• Tkin can be deduced 
from the relative 
population of the 2,2 and 
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collision cross sections 
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3 N O N - LT E E X C I TAT I O N C O M P U TAT I O N S

In order to estimate the effect of the new collisional rates on the
calibration of the ammonia thermometer, we have computed the
excitation of both o- and p-NH3 using the large velocity gradient
code of van der Tak et al. (2007). We have used the o- and p-
NH3 collisional rates with p-H2 presented in the previous section,
as well as those from Danby et al. (1988), for comparison. The
latter were taken from the LAMBA data base (Schöier et al. 2005).
Collision between NH3 and He was neglected, because, in addition
to H2 being more abundant than He by a factor of 5, NH3–H2

collision rates are typically a factor of 3 larger than the NH3–He
rates (Machin & Roueff 2005). Energy levels, statistical weights and
Einstein coefficients were taken from the JPL data base for molecular
spectroscopy (Pickett et al. 1998). For the calculations using Danby
et al. (1988) collisional rates, the first 24 levels of o-NH3 and the first
17 levels of p-NH3 were considered (corresponding to energy levels
up to 416 and 297 cm−1, respectively). For the calculations using
the new rates, only the first six levels of o-NH3 and the first 10 levels
of p-NH3 were considered (up to 118 and 115 cm−1, respectively).
In both cases, we have neglected the hyperfine structure of the
molecule, i.e. we have considered that each hyperfine level within
a given inversion level corresponds to the same energy level. While
this hypothesis will lead to an overestimate of the line opacity for
optical depths greater than a few, it is valid if the line is optically
thin (Daniel, Cernicharo & Dubernet 2006). We have therefore
chosen a column density to velocity gradient ratio that is large
enough for this approximation to be valid [N (NH3)/(dv/dr) =
10−4 cm−3/(km s−1 pc−1); the same value adopted by Walmsley &
Ungerechts (1983)].

Fig. 5 shows the excitation temperature between the 11 and 22

metastable levels computed using both sets of collisional rates and
as a function of the kinetic temperature. This excitation tempera-
ture is obtained by summing the populations of the ε = +1 and
−1 within each rotational state. A p-H2 density of 104 cm−3 was
assumed. On this figure, we also show the excitation temperature
computed from equation (1), i.e. assuming that only the first three

Figure 5. Rotational temperature between the 11 and 22 metastable levels
of p-NH3 computed using the collisional rates of Danby et al. (1988) and
those from this paper, as a function of the kinetic temperature. The dashed
curve shows the rotational temperature computed from equation (1).

Figure 6. Excitation temperature of the p-NH3 inversion transitions com-
puted using the collisional rates of Danby et al. (1988) and those from this
paper, as a function of the H2 density. A kinetic temperature of 10 K is
assumed.

rotational levels are populated. As seen on this figure, the excita-
tion temperature computed using the rates of Danby et al. (1988)
and the one computed using the rates presented in this paper agree
extremely well; both values differ by less than 2 per cent. We also
note that for kinetic temperatures lower than 20 K, the excitation
temperature is well approximated by equation (1), but it underesti-
mates it at larger temperature, because higher energy levels start to
become populated. The good agreement between the kinetic tem-
perature obtained using the rates of Danby et al. (1988) and those
presented in this paper can be simply understood by the examination
of equation (1). In this approximation, the excitation temperature
depends on ln (1 + C21/C23). Although the rates computed in this
paper differ by ∼15 per cent with respect to those of Danby et al.
(1988), their ratio (and a fortiori the logarithm of their ratio) differ
much less. Therefore, the relation between the excitation tempera-
ture and the kinetic temperature – or in other words the calibration
of the ammonia thermometer – appears to be robust.

Fig. 6 shows excitation temperature of several p-NH3 inversion
transitions, as a function of the density, for a kinetic temperature
of 10 K and the same column density and line velocity than in
Fig. 5. Spectroscopic data and critical densities are given in Table 1.
For a multilevel system, the critical density can be defined (in the
optically thin case) as the density at which the sum of the collisional
de-excitation rates out of a given level is equal to the sum of the
spontaneous radiative de-excitation rates:

ncrit(T ) =

∑
J ′
K′ ,ε′

A(JK,ε → J ′
K ′,ε′ )

∑
J ′
K′ ,ε′

C(JK,ε → J ′
K ′,ε′ )(T )

, (3)

where the summation is done over the J ′
K ′ε′ levels (with energies

smaller than that of the J K,ε considered). With this definition, the
critical density refers to a level, and not to a transition.

For densities lower than 103 cm−3, the excitation temperature of
the 11,− → 11,+ and 22,+ → 22,− inversion transitions computed
using the rates presented here and those of Danby et al. show little
differences. For these densities, collisional de-excitation is neg-
ligible, and the excitation temperature of these lines is close to
the background temperature (2.73 K). For densities much greater
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Table 1. Frequencies, upper level energies and critical densities
of the p- and o-NH3 inversion and rotation–inversion transitions
considered in this paper. Spectroscopic data are from the JPL cata-
logue. Energies are relative to the fundamental rotation–inversion
level of each species, i.e. 11,+ for p-NH3 and 00,+ for o-NH3. The
critical densities are given for a kinetic temperature of 10 K. They
are computed using equation (3), and thus refer to the upper of
level of the transition.

Species Transition ν Eup ncrit
JK,ε − J ′

K ′,ε′ (GHz) (K) (cm−3)

p-NH3 11,− → 11,+ 23.694 496 1.1 3.90 × 103

p-NH3 22,+ → 22,− 23.722 633 42.3 3.08 × 103

p-NH3 21,+ → 21,− 23.098 819 58.3 1.44 × 108

p-NH3 32,− → 32,+ 22.834 185 128.1 3.01 × 108

p-NH3 31,− → 31,+ 22.234 506 144.0 5.41 × 108

o-NH3 33,− → 33,+ 23.870 129 123.6 2.63 × 103

o-NH3 11,+ → 00,+ 572.498 068 27.5 5.45 × 107

than the critical density (i.e. ! 106 cm−3), collisional de-excitation
dominates, and lines are essentially thermalized. At intermediate
densities, the 11,− → 11,+ and 22,+ → 22,− line excitation temper-
atures predicted using the rates from this work are slightly lower
than the one predicted using those from Danby et al. This is because
the de-excitation rates from this work are smaller (by about a factor
of 2) than those of Danby et al. for these lines. As a consequence,
the critical densities of the corresponding levels are greater than
previously estimated, and the transition thermalizes at greater den-
sities. Larger differences in the excitation temperatures of the 32,−
→ 32,+ and 31,− → 31,+ transitions – for which critical densities are
a few 108 cm−3 – are seen. For example, at a density of 103 cm−3,
the excitation temperature of the 32,− → 32,+ transition computed
using the rates of Danby et al. is almost a factor of 2 larger than
the one computed with the rates obtained here. From the observer
point of view, this has no consequences because the energy of the
upper level of the transition is 123.6 K. At low densities, for the
kinetic temperature considered here, the fractional population of
this level is extremely small, and the predicted antenna temperature
is essentially zero.

Fig. 7 shows the excitation temperature of the o-NH3 33,− → 33,+
inversion transition as a function of the density, for the same col-
umn density to velocity gradient ratio than in Fig. 6, but – since the
upper level of the transition lies at ∼124 K above the ground level
of o-NH3 – a kinetic temperature of 50 K.8 The behaviour of the
excitation temperature is similar to that of p-NH3 inversion lines;
at low density, it is close to the background temperature, while it is
thermalized at densities greater than 106 cm−3. We predict, in agree-
ment with Walmsley & Ungerechts (1983), a population inversion
for densities ranging between ∼ 4 × 103 and ∼ 6 × 105 cm−3 (note
that the range in which the inversion occurs is slightly different for
the two collisional rate sets). This population inversion was first
predicted by Walmsley & Ungerechts (1983), and has been studied
in detail by Flower, Offer & Schilke (1990). The corresponding
maser transition has been since observed in several star-forming
regions, e.g. NGC 6334I (Beuther et al. 2007). As explained by

8 The computations with the rates from the present work do not include the
levels above J = 3. To make sure that these levels can be neglected at a kinetic
temperature of 50 K, we have computed the excitation temperature for the
transitions shown in Fig. 7 using Dandy’s rates, but without considering
the levels above J = 3. These were found to be quasi-identical to those
computed when the levels above J = 3 are considered.

Figure 7. Same as in Fig. 6 for the o-NH3 33,− − 33,+ inversion line and for
a kinetic temperature of 50 K. The dashed lines indicate negative excitation
temperatures.

Walmsley & Ungerechts (1983), the lower level of the transition
(33,+) is de-populated by collisions to excited levels in the K = 0
ladder, while it is populated by radiative transitions from the 33,−
level. For densities greater than ∼4 × 103 cm−3, the collisional
de-population rate is greater than the radiative population rate of
the lower level, and the inversion occurs. For densities greater than
∼6 × 105 cm−3, excited levels in the K = 0 ladder start to become
populated and populate the 33,+ level collisionally. This limits the
maser gain to moderate values; for a density of 1 × 105 cm−3, we
predict a negative opacity of only τ ∼ −2.

Fig. 7 also shows the excitation temperature of the 11,+ → 00,+
rotation–inversion transition of o-NH3. This line, at a frequency of
∼572.5 GHz, was first detected towards OMC-1 with the Kuiper
Airborne Observatory (Keene, Blake & Phillips 1983). It was also
detected towards ρ-Oph A with Odin space telescope (Liseau et al.
2003), and will soon be observable with the Heterodyne Instrument
for the Far Infrared (HIFI) on board the Herschel Space Obser-
vatory. This line is found to thermalize at densities of ∼109 cm−3.
Once again, little differences between the excitation temperatures
computed using the rates of Danby et al. and those from this work
are seen. No significant difference was found between the excitation
temperatures of the other rotation–inversion transitions that will be
observable with HIFI either.

4 C O N C L U S I O N S

We have presented new collisional excitation rates of p- and o-
NH3 with p-H2(J = 0). With respect to older computations from
Danby et al. (1988), the present rates were found to agree within
a factor of 2. In order to investigate the effect of the new rates
on the excitation of o-NH3 and p-NH3, we have computed the
excitation of these species under physical conditions that are typical
of dense molecular clouds, pre-stellar cores, as well as the outer
envelopes of embedded protostars, using an LVG code. We found that
the excitation temperature between the 11 and 22 levels computed
using the new rates is almost identical to that computed using older
rates at the low temperatures considered here (≤50 K). Thus, the
calibration of the ammonia thermometer appears robust. The effect
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Gas pressures with CI
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Pressure distribution

Median pressure
log(p) = 3.58 +/- 0.175

p ~ nT ~ 3800 Kcm-3

 within a factor 1.5
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Molecular gas excitation : the CO ladder

• Dense PDRs : Orion Bar and NGC 7023. Detection of CO emission up to J =18 ! 
à Good characterization of the dense gas pressure
à Relation between Pth and G0 : feedback
• Implication for CO emission in active and high z galaxies : small regions can contribute a 

large fraction of the  flux 

C. Joblin et al.: Structure of photodissociation fronts revealed by high-J CO emission lines

Fig. 3. Observed intensities of 12CO (left) and 13CO (right) in the Orion Bar (top panel) and NGC 7023 NW (bottom panel).

arcsecs as clearly seen in vibrationally excited H2 emission
(Lemaire et al. 1996). From these maps one can derive a rele-
vant width of 200 for the bright PDR interface that is centred to-
wards the H2 peak. In the Orion Bar, the sharp molecular edge
has been observed in vibrational and rotational H2 transitions
(Tielens et al. 1993; van der Werf et al. 1996; Walmsley et al.
2000; Allers et al. 2005). These observations suggest a nar-
row (few arcsec) and patchy interface that is also seen in
ALMA maps obtained at a spatial resolution between 1 and 500
(Goicoechea et al. 2016, 2017). The ALMA data show that emis-
sion lines of some ions such as HCO+ 4–3 and SH+ 1–0 are
located in the narrow layer given by vibrationally excited H2.
Although the morphology is more complex than a single struc-
ture, we assume in the following that the observed emission from
warm molecular tracers arises from a 200 filamentary interface,
consistently with the case of NGC 7023. To derive dilution fac-
tors, we therefore assumed for both PDRs that the emitting struc-
ture is a filament that follows the interface with infinite length
and a 200 thickness. For each observation, we calculated the frac-
tional coverage of the beam by this filament. This is a simplistic
procedure but the best we can do to overcome the lack of spa-
tial information. The values of the derived dilution factors ⌦ are
reported in Tables 1 and 2. The observed intensities were then di-
vided by this factor ⌦ in order to be compared with the models.

Cross-calibration factors. In addition to the dilution factors
we needed to apply scaling factors to some of the data sets.
The 12CO ladder for NGC 7023 (see the data in Fig. 3) reveals
discrepancies between the di↵erent instruments that cannot be
compensated by our dilution factors. In the following, we have
considered that HIFI fluxes are the references and scale the in-
tensities from SPIRE and PACS. As common lines are observed
by SPIRE and HIFI, we simply searched for the scaling fac-
tor giving the least square error, and divided all line intensities

observed by SPIRE (including species other than CO) by a factor
of 0.54 as a result. PACS observations can not be directly com-
pared, but the rotational diagram of 12CO reveals an unphysical
jump between the PACS and SPIRE/HIFI lines. We determined
the factor giving the best linear alignment of the PACS observa-
tions with the SPIRE/HIFI lines on this rotational diagram, and
divided all line intensities observed by PACS by a factor of 1.3
as a result. In the case of the H2 observations in NGC 7023 it
is not possible to satisfactorily merge the Spitzer and ISO data.
This is because H2 emission is quite extended and the ISO beam
contains emission from regions other than just the filament of
interest. Spitzer values are taken as references and we divided
all ISO observations by a factor of 2.54 to get the best agree-
ment between the two data sets. In the case of the Orion Bar,
we find no obvious reason for such adjustments. In particular no
systematic discrepancy is visible in the CO ladder (cf. Fig. 3).
Thus, no such adjustment was applied to the observations of the
Orion Bar.

Finally, after correcting for beam dilution and cross-
calibration factors, we combined the line intensities from the
di↵erent instruments by simply taking an average of the di↵er-
ent observations of a given line. We computed error bars on this
mean value as the interval between the minimum and maximum
values in the error ranges of the di↵erent instruments.

The original (uncorrected) data of the di↵erent instruments
are presented in Tables 1 and 2 and shown on Fig. 3 for 12CO and
13CO. Tables 4 and 5 present the data after correction of dilution,
cross calibration and averaging of the di↵erent instruments. These
corrected and averaged data are used in all figures except Fig. 3.

4.2. CO rotational diagrams

Figure 4 presents the rotational diagrams and local thermo-
dynamical equilibrium (LTE) fits of the 12CO and 13CO
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Fig. 11. Relation between the thermal pressure in the dense structures
of PDRs and the UV intensity G0, see text for references. The dashed
lines show the range of values obtained by Bron et al. (2018) in their
photoevaporating PDR models.

Figure 11 shows that Pth indeed increases with G0. Consid-
ering the very uncertain error bars, we do not provide here a
fitting of the reported points that would provide a more quanti-
tative scaling of Pth with G0. Nevertheless, a visual inspection
of Fig. 11 leads to Pth/G0 = 1–4⇥ 104 K cm�3 except for W49A
that falls below this range. We note that this graph can help
to rationalise the results presented in Stock et al. (2015). In the
two PDRs studied, S 106 and IRAS 23133+6050, the CO SLEDs
are close to those measured in Orion Bar, which could be ex-
plained by a UV radiation field, G0, of a few 104. We can also
comment on the results obtained by Indriolo et al. (2017) on
the CO SLEDs in prototypical massive star-forming regions in
which both a high-UV field and shocks are thought to excite the
gas. Our study suggests that excitation by UV photons also plays
a major role in the case of Orion S and W49N. Indeed both ob-
jects have similar CO SLEDs and W49N/A is found to follow to
some extent the Pth �G0 trend shown in Fig 11. In these objects,
shocks are however also involved; they are likely to be the major
driver for emission in CO lines with Jup > 25 and are revealed
when line profiles can be resolved. For instance, Tahani et al.
(2016) showed that for the CO J = 16–15 line towards Orion S,
there is a narrow (4 km s�1) component associated with the PDR
and a broad (15 km s�1) component associated with shock exci-
tation, both having similar integrated intensities. More detailed
modelling would be necessary to disentangle the contribution of
both excitations on the CO SLEDs.

The obtained Pth–G0 relation can also give us further insights
into the (unclear) origin of the density structures that are found at
the edge of H ii regions (case of Orion Bar) or of atomic regions
(case of NGC 7023 in which no H ii region is present). It sug-
gests that the UV radiation field plays a major role in the com-
pression of the PDR. As the pressures found in the PDRs are sig-
nificantly higher than the pressures found in the H ii regions (e.g.
Pth = 6⇥ 107 K cm�3 in the Orion Bar, Goicoechea et al. 2016),
pressurisation by the thermal pressure of the H ii region (e.g.
in an expanding H ii region) is not su�cient to explain the trend.
Photoevaporation, in which photoheated gas at the ionisation and
dissociation fronts expands into the central cavity and exerts by
reaction a force on the neutral and/or molecular part of the cloud
(Bertoldi 1989; Bertoldi & Draine 1996), could induce compres-
sion of the molecular part of the PDR and explain the pressure
di↵erence with the central ionised or atomic cavity. In addition,

the tight correlation with G0 independently of the presence of
an ionisation front (case of NGC 7023) close to the PDR seems
to indicate that non-ionising (FUV) photons can be at least as
e�cient as ionising photons for this photoevaporation process.
These considerations have found theoretical support in a recent
study by Bron et al. (2018). The authors find that photoevapora-
tion of the illuminated edge of the molecular cloud can indeed
lead to high pressures and account for the Pth-G0 trend. To illus-
trate this result, we show in Fig. 11 the range of values (dashed
lines representing Pth/G0 = 5⇥ 103 and 8 ⇥ 104 K cm�3, respec-
tively) obtained by the authors using their time-dependent hy-
drodynamical PDR code. The agreement with the observations
is striking and opens new perspectives to study dynamical evo-
lution of the strongly illuminated edges of molecular clouds in
massive star-forming regions.

7. Conclusion

Thanks to Herschel, we have measured the CO SLEDs in
two prototypical PDRs: NGC 7023 NW (observed 12CO lines
from Jup = 4–19) and the Orion Bar (observed 12CO lines from
Jup = 4–23). The excitation temperature deduced for Jup � 15
from the rotational diagrams are 112 and 147 K, respectively,
showing the presence of warm CO gas at the irradiated PDR
edge. We have used the Meudon PDR code and more specifi-
cally stationary isobaric PDR models to account for high-J 12CO
lines as well as for H2 and CH+ lines. The thermal pressure value
and a global scaling factor alone were used as free parameters.
The best models were obtained for a gas thermal pressure of
Pth ⇠ 108 K cm�3 and provide a good agreement with the ob-
served values. The prediction made by these models for other
lines from HCO+, O, C, C+, HD, and OH has also been found to
be compatible with the observed values.

Compared to previous works, we found that by simulating
in detail the H2 formation process on grains, its level excitation,
and considering state-to-state chemistry for key reactions, it is
possible to explain line emission of molecules at the edge of
PDRs with a stationary model without the introduction of ad-
hoc hypothesis as clumps or shocks. One of the key mechanisms
to account for warm CO in PDRs is the high e�ciency of H2 for-
mation at the PDR edge, which brings the H/H2 transition closer
to the interface. The gas temperature ranges from 1000 K where
H2 starts to self-shield to 100 K at the C+/C/CO transition. CO
starts to form as soon as H2 appears in the PDR. This is due to
the fact that the warm temperature, high density and presence
of FUV-pumped H2 allow the formation of CH+ via the H2 +
C+ reaction, opening a hot chemistry channel that leads to the
formation of CO. As a consequence, in the framework of these
stationary models, a significant fraction (⇠50% for the models of
the two PDRs presented here) of high-J CO emission is produced
before the C+/C/CO transition. In any case, the separation be-
tween the H/H2 and C+/C/CO transitions is predicted to be very
small (less than one arcsec. at the distance of Orion) and this is
in line with ALMA observations (Goicoechea et al. 2016).

Our results impact our view of the irradiated edge of star-
forming regions and the feedback of star formation on its
parental cloud. In the two prototypical PDRs, NGC 7023 NW
and Orion Bar, we found that the FUV photons from nearby
massive stars have enough energy to explain CO excitation in
mid- and high-J levels. No additional energy source as mechan-
ical heating is required. A comparison of NGC 7023 NW and
Orion Bar with other typical PDRs shows a correlation between
the thermal pressure at the edge of PDRs and the intensity of
the UV radiation field. A similar correlation was recently
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Gas density : C2

• Symmetric 
molecule : the 
level 
populations are 
very sensitive 
to the density

• More accurate 
collisional cross 
sections : 
revised density 
determinations
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Figure 1. Rotational diagram from C2 absorption line observations (S07) toward HD 24534. Green
curve: best fit, obtained for T = 48 K and nH = 70 cm−3, using the excitation model described in
Section 3. Red dashed curve: fit for T = 48 K and nH = 98 cm−3. Blue dashed curve: fit for
T = 48 K and nH = 50 cm−3.

1. INTRODUCTION

The diatomic carbon molecule, C2, has been widely used as a density estimator in

the diffuse and translucent interstellar clouds. As discussed by Chaffee et al. (1980)

and van Dishoeck & Black (1982; hereafter vDB82), the rotational distribution of C2

in its ground vibrational and electronic state – which can be measured by means of

absorption line observations of several electronic bands in the visible and ultraviolet
spectral regions – reflects a competition between inelastic collisions with He or H2

and pumping by the interstellar radiation field (ISRF), primarily in the Phillips A –

X band near 1 µm. Figure 1 shows an example rotational diagram obtained toward

the star HD 24534 (Sonnentrucker et al. 2007; hereafter S07), in which log10(fJ/gJ) is

plotted against EJ/k, where fJ is the fractional population in the state of rotational

quantum number, J , and EJ and gJ = 2J + 1 are the energy and degeneracy of
that state. For C2, only even-J states are present because the wavefunction must

be symmetric under exchange of the two identical (bosonic) nuclei. For low J , the

populations are controlled by collisional excitation, and the (negative) slope of the

rotational diagram is inversely proportional to the kinetic temperature of the gas.

Sonnentrucker+2007, Neufeld+2024
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only lower limits on the density are obtained, and these typically lie below the values

obtained for other sources where states of J ≥ 12 are available.

In Figure 4, example results are shown for the sightline toward HD 24534. Here, we
present contours of χ2 in the plane of gas density, nH, and kinetic temperature, T .

Blue contours show the results obtained with the new NK20 collision rate coefficients,

and red contours are those obtained with the collisional cross-sections used by vDB82.

Blue and red dots show the best-fit values in each case, and the three contours of

each color show the 1, 2, and 3 σ error ellipses. These were obtained by scaling the

stated observational errors to yield a minimum χ2 equal to the number of degrees of
freedom, and then plotting contours of constant χ2 equal to that minimum value plus

1, 4, and 9. The two fits are equally good, with reduced χ2 values of 1.29 and 1.28

respectively, but the best-fit densities differ by a factor of 7.8.

As expected given the collisional cross-sections shown in Figure 2, the derived gas

densities with the NK20 rate coefficients are dramatically lower than those obtained

with the vDB82 estimates; the temperatures, by contrast, are almost identical because
they simply reflect the slope of the rotational diagram for small J . The blue points in

Figure 5 show the ratio of the densities obtained with the vDB82 estimates to those

obtained with the NK20 rate coefficients. Results are shown here as a function of the

inferred gas temperature (obtained with the vDB rates).

Figure 4. Contours of constant χ2 in the plane of gas density, nH, and kinetic temperature, T , for
the fit to the C2 rotational diagram observed toward HD 24534. Blue: 1σ, 2σ, and 3σ error ellipses



Finding molecules : Spectral surveys

• IRC+10216. A 
template evolved 
carbon star
• Characteristic double 

peak  line profile
• The line density 

increases at low 
brightness level
• Deep integrations (> 

100hours)

A&A 658, A39 (2022)

Fig. 2. Overall view of the data with a zoom around 45.6 GHz. Several weak spectral features (⇠1�3 mK), revealed in this work, are shown in
di↵erent colors in one of the panels.

four detected lines. The isotopic substitutions of CCS and C3S
are not seen.

4.6. Metal chlorides and cyanides

These interesting molecules in most cases appear with just one
or two lines (MgCN, KCl, NaCl, Na37Cl, and AlCl) given
their molecular weight and because they are mostly diatomic
or linear. NaCN, due to its bent structure, has more rotational
lines, seven of them detected in this work. Two doublets were
detected that correspond to the isomer MgNC. The first dou-
blet (35 793/35 809 MHz) lies within a blended complex of lines
from other molecules.

Related to the cyanides, we should mention the detec-
tion of CH3CN (1 line), CH3C3N (5 lines), and the radicals
MgC3N and MgC5N. The last two species, together with MgC4H
and MgC6H, were discovered in space for the first time in
IRC+10216 (Cernicharo et al. 2019; Pardo et al. 2021).

4.7. Cyclic molecules

In addition to SiC2 (Sect. 4.4), the only cyclic molecule we
can report as detected here is c-C3H2, with just two lines for
both the ortho and para configuration of H spins. Only one line
(the one involving the lowest energy levels within the Q band)
for each species is strong and clearly detected. The other line,
at 42 231.25 MHz and 42 139.19 GHz for the para and ortho
species respectively, is almost ten times weaker. In addition, the
42 231.25 MHz is blended with another line from an unidentified
species. For these reasons, a proper analysis using rotational dia-
grams needs other observed lines, for example, with the IRAM-
30m telescope.

It is interesting to mention that IRC+10216 remains poor in
cyclic molecules. A similar Q band survey with the same tele-
scope on TMC-1 has discovered several cyclic molecules that
are not seen in the envelope of CW Leo, such as indene and ben-
zyne (Cernicharo et al. 2021a,b).

4.8. Latest findings

As the line identification continues and the number of uniden-
tified features is reduced, it becomes easier to find harmonical
relations in other subsets of U-lines. The great progress made in
line catalogs in recent years, based on both laboratory work and
ab initio calculations, is obvious. Nevertheless, spectral surveys
of space objects such as this one are also part of this progress,
as some species are directly discovered in them through these
subsets of harmonically related U-lines. This is the case, for
example, of the ⌫19 vibrational level of HC9N, for which a series
of 26 doublets, harmonically related with integer quantum num-
bers ranging from Jup = 54 to 80, were found among the U-lines
in an early stage of analysis (Pardo et al. 2020). A fit of the
observed central frequencies and line intensities allowed us to
derive the rotational constants and, therefore, incorporate HC9N
⌫19 to MADEX and the identifications in this paper.

Similarly to HC9N ⌫19, another harmonically related series
of doublets was discovered later, resulting on the first space
detection of MgC5N. This discovery follows the previous detec-
tion by Cernicharo et al. (2019) of MgC3N and MgC4H, which
motivated us for the search for MgC6H in in IRC+10126. How-
ever, given the line intensities of MgC4H, the expected lines for
MgC6H would be quite in the limit for detection. Additional
observations were carried out in 2021 in order to confirm the
detection of MgC6H as finally presented in Pardo et al. (2021).

4.9. Most significant U-lines

Our work has allowed us to reduce the number of unidentified
features in this work to a minimum. See Table 2.

The strongest remaining U-line at 14� appears at a frequency
of 41 711.90 MHz and was already present and not identified by
Kawaguchi et al. (1995). MADEX does not provide any candi-
date to be the carrier, and the same applies for other catalogs.

After this strong U-line, the next unidentified line lies at 6�
at a central frequency of 42 340 MHz. This line appears as a
clear and isolated spectral feature that is also present at the same
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Spectral surveys analysis

• Consistent fit of  all accessible  lines 
of known molecules with an 
emission model (e.g. LTE ) 
• U lines = unassigned spectral 

features
• Detection of a molecule if 

• A significant number of not blended U 
lines is fit

• All lines stronger than the noise level 
are detected or blended 

Gyawali, P., et al.: A&A, 677, A65 (2023)

Fig. 4. Selection of rotational transitions of methylamine CH3NH2 in its first torsionally excited state covered by the ReMoCA survey. The LTE
synthetic spectrum of CH3NH2 3t = 1 is displayed in red and overlaid on the observed spectrum of Sgr B2(N1S) shown in black. The blue synthetic
spectrum contains the contributions of all molecules identified in our survey so far, including the contribution of the species shown in red. The
values written below each panel correspond from left to right to the half-power beam width, the central frequency in MHz, the width in MHz of each
panel in parentheses, and the continuum level in K of the baseline-subtracted spectra in brackets. The y-axis is labeled in brightness temperature
units (K). The dotted line indicates the 3� noise level. The green stars highlight the lines of methylamine in its first torsionally excited state that
are not excessively contaminated by emission from other species and are counted as detected lines in Table 3.

ignored the hyperfine structure of methylamine. The ten detected
ground-state lines of methylamine are marked with a green star
in Fig. C.1.

We computed an LTE synthetic spectrum of the rotational
transitions of methylamine in its first torsionally excited state
using the spectroscopic predictions obtained in Sect. 4 and
assuming the same LTE parameters as for the torsional ground
state. This synthetic spectrum is a good match to the ReMoCA
spectrum of Sgr B2(N1S) (see Fig. 4). Many transitions are con-
taminated by emission from other molecules, but five lines of
CH3NH2 3t = 1 are strong enough and sufficiently uncontam-
inated to be counted as detected. They are highlighted with a

green star in Fig. 4. One comment should be made concerning
the 3t = 1 line of methylamine at 86657 MHz. The two strong
transitions on each side of this line are from ethylene glycol
(CH2OH)2. As can be seen in Fig. 4, the LTE model displayed in
blue, which includes the contribution of all identified molecules,
slightly overestimates the widths of these ethylene glycol lines
in this frequency range, which artificially increases the contami-
nation of the methylamine line that lies in between. This is why
we still consider this line of methylamine as being sufficiently
uncontaminated.

We produced a population diagram that includes transitions
from both torsional states (Fig. 5). After correction for the
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Spectral surveys analysis

• Rotation diagram allows to check for 
the consistency of the identification :

• The slope of ln(Nu/gu) vs Eu/kB  is 
1/Tex

• The intercept provides ln(Ntot/Qrot)
• ln(Nu/gu) can be deduced from the 

line integrated intensity W

Gyawali, P., et al.: A&A, 677, A65 (2023)

Fig. 5. Population diagram of CH3NH2 toward Sgr B2(N1S). The
observed data points are shown in black for 3= 0 and in blue for 3t = 1
while the synthetic populations are shown in red. No correction is
applied in panel a. In panel b, the optical depth correction has been
applied to both the observed and synthetic populations and the con-
tamination by all other species included in the full model has been
subtracted from the observed data points. The purple line is a linear
fit to the observed populations (in linear-logarithmic space).

Table 4. Rotational temperature of methylamine derived from its
population diagram toward Sgr B2(N1S).

Molecule States (a)
Tfit

(b)

(K)

CH3NH2 3 = 0, 3t = 1 222 ( 8)

Notes. (a)Vibrational states that were taken into account to fit the popula-
tion diagram. (b)The standard deviation of the fit is given in parentheses.
As explained in Sect. 3 of Belloche et al. (2016) and in Sect. 4.4 of
Belloche et al. (2019), this uncertainty is purely statistical and should be
viewed with caution. It may be underestimated.

optical depth of the lines and subtraction of the contamina-
tion from other molecules included in our full model (i.e., the
difference between the blue and red spectra in Figs. C.1 and
4), the observed data points are roughly distributed along a
straight line, which indicates that the emission of methylamine
in both torsional states can be described by a single temperature
component. A fit to the population diagram yields a rotational
temperature of 222 ± 8 K, as reported in Table 4. The tempera-
ture that we assumed for the LTE synthetic spectra (see Table 3)
is consistent with the temperature derived from the population
diagram within 1�. The partition function of both the 3 = 0 and
3t = 1 spectroscopic entries includes only the rotational part. The
column density derived in Table 3 was corrected to account for
the vibrational part of the partition function. This correction was
computed in the harmonic approximation using the vibrational
energies of methylamine provided by Shimanouchi (1972) and
Gulaczyk & Kręglewski (2020).

6. Discussion

It is evident that we came up against problems in current analy-
sis that prevented us from achieving a fit within the experimental
error for the available dataset. Indeed, as seen from Table 2, even
for the torsional ground state, the weighted rms deviation for the

microwave data is 2.38. The fact that we get greater rms devi-
ation for the ground state in comparison with the previous fit
with the tunneling approach is not surprising. This is because
in the present study, we worked with a semi-global approach,
which fits the data belonging to a number of torsional states with
one set of parameters, and therefore the problems with fitting
excited torsional states may also diminish the quality of fitting
for the ground state. On the one hand, we are not able to rule
out a situation where our current fit corresponds to some local
minimum in vicinity of the global minimum in the functional
space of Hamiltonian parameters. Indeed, here we deal with the
two large-amplitude vibrational motions, which produce a rather
complicated landscape in the Hamiltonian parameter space. The
fact that a number of low-order parameters (such as V6, AXG,
DAB) have changed sign in comparison with our first methy-
lamine study using the hybrid approach (Kleiner & Hougen
2020) shows that, at least with respect to our previous study, we
changed our position in the Hamiltonian parameter space quite
significantly and therefore we could still be out of a global mini-
mum with our fit. Further extension of the analysis to the second
torsionally excited state may provide necessary information for
improving the situation with the global versus local minimum
by putting additional constraints on the Hamiltonian parameter
set. On the other hand, this problem might be circumvented sim-
ply by finding an optimal set of high-order parameters in our
Hamiltonian model that allow us to take into account all peculiar-
ities of the energy level structure of the excited torsional states.
Here, the fact that poorly fitted lines belong to high J and/or
high K transitions – as mentioned above – may be considered
as an argument in favor of this explanation. Although our search
for the high-order Hamiltonian terms that could help to improve
the situation was quite extensive, it was not exhaustive, because
this search is very time consuming in view of the complexity
of the Hamiltonian parameter space in the case of two coupled,
large-amplitude motions.

A further possible explanation for the remaining problems
with fitting the available dataset is the strong influence of
intervibrational interactions arising from low-lying nontorsion
vibrations in the molecule. In methylamine, the third excited
torsional state is already close in energy to the NH2 wagging
mode (see e.g., Fig. 2 of Gulaczyk et al. 2017) and strong Fermi
and Coriolis-type resonances have been reported for this state
(Gulaczyk et al. 2010). Therefore, it is quite probable that these
perturbations propagate down through numerous intertorsional
interactions and affect the energy level structure of the lower
torsional states. Our current model is not capable of explicitly
taking these intervibrational interactions into account since the
tunneling part of the hybrid approach represents only a separate
wagging state (in our current case, this is the ground wagging
state). Therefore, perturbations arising from this intervibrational
interaction may only be taken into account indirectly by our
current theoretical approach through some additional high-order
wagging-torsion-rotation Hamiltonian terms with no guarantee
that all the perturbations are accommodated in this way. It may
be that it will be impossible to get a fit within experimental
error for the current dataset without building a new theoret-
ical approach allowing us to explicitly take into account the
intervibrational interactions arising from nontorsion vibrations.

On the observational side, in Sect. 5.2 we claim the detec-
tion of methylamine in its first torsionally excited state on the
basis of five relatively uncontaminated lines. While this would
be insufficient for the secure identification of a new molecule
in the ISM, the situation here is different. We already presented
a secure detection of methylamine in its torsional ground state
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CH3NH2 vt = 0 and vt=1

Nu/gu = (8pkB/hc3) (n[GHz])2 W [Kkm/s] /A[s-1]gu
             ~ 1943 (n[GHz])2 W [Kkm/s] /A[s-1]gu



Physical and chemical information : spectral 
surveys 

The structure of a Protostar : collapsing cold core + disk + 
outflow
à Hot corino = hot region zone (> 100K) near the protostar
with a rich spectrum displaying a plethora of molecular lines
from complex organic molecules (COMP) and  their
isotopologues (With D, 13C, 18O, 15N,..) 
àThe  ALMA PILS survey of IRAS16293-2422 , a double 
protostar with different spectra for  A & B :

• Orientation or Evolutionary effect ?
• Transfert of pristine matter from the core & hot corino

to the disk ? 

ALMA

Jorgensen+2016,2020, Manigand+2021, Coutens+2020, Sakai+2017



The Milky way at different wavelengths

Different morphologies 
depending on the wavelength :
èComplex ISM structure with

multiple phases.

èThese different ISM phases 
are accessible through
different radiation processes
and wavelengths



Probing the ISM Phases 
with observations 

• Information on all phases is necessary for 
the full picture

• What is needed : Structure of the matter + , 
dynamics and kinematics

• Total gas content
• From dust : far IR and submm emission, dust 

extinction 
• from  gamma ray (interaction of cosmic rays 

with the matter) 
à No kinematics
àDust properties change with the environment : 

uncertainty in the gas/dust ratio

Remy+2017 



Probing the ISM phases with observations : 
ionized gas
• Diffuse Warm Ionized gas :

• Hydrogen Recombination lines Ha
• Far infrared fine structure  lines 

including [NII]

àAbsorption along the line of sight 
consistent with the expected WIM 
properties (N ~ 1.5 1017 cm-2, n ~0.1 
– 0.3 cm-3, volume filling factor ~0.3)

à Waiting for the ASTHROS balloon ?

Persson+2014;Langer+2021



Murray+2014 with VLA, 

Gaussian fitting gives:
Tsp = 178 K
Tsp = 2280 K

Probing the ISM phases with observations : atomic gas

Neutral atomic gas can exist in 2 phases :
Warm neutral medium with Tk ≥ 4000 K and 
Cold neutral medium with Tkin ≤ 200 K 

Emission along a line of sight is a combination of the 
2 phases
Absorption is dominated by the cold phase
 
The combination of emission and absorption HI 
21cm data allows to separate the contributions from 
the warm and cold media 



• Hydrides as proxy for H2 : HF, CH , OH from theory 
and direct comparison

• HCO+ absorption can be used as a proxy for H2 
([HCO+/H2] = 3x10-9 within less than a factor of 2)

• Same threshold for HCO+ or H2  detection and 
same variation with E(B-V)

•  Very weak emission à low to moderate densities 
: 50 – 500 cm-3

•  Challenge for chemical models  

Lucas & Liszt 1996, 
Liszt+2023, Gerin+2019, Panessa+2023

Probing the ISM phases 
from observations : molecular gas
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From local systems to high 
redshifts

z=0.89 galaxy along the line of sight to the PKS1830-
211 Quasar

Gravitational lens à Multiple images à 2 sight lines 
across the lensing galaxy

A unique opportunity to probe the ISM at z=0.89

Molecular gas content, density, chemistry, 
nucleosynthesis, CMB temperature, variation of 
fundamental constants, etc.

Muller+2017,2020,2021




