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Figure 2: Kadanoff–Baym contour

To compare with Calzetta & Hu, let me take Seq to be a massive scalar field
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I also take the initial time to be ⌘0 = 0 and label time by t. On the Euclidean contour
t = i⌧ we get
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The free field equation is �00
= !2

k

�, where !2
k

= k2
+ m2 and a prime 0 denotes a

derivative with respect to Euclidean time ⌧ . With my choice of signs and contour
conventions, the solution which satisfies the boundary conditions is
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Then, the matrix element of the density operator becomes
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and the positive quantities f
k

and g
k

satisfy
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This coincides with Calzetta & Hu, although there are minor sign differences in some
intermediate expressions.

These Euclidean components, with support only at the initial time ⌘0, replace the
first line of Weinberg’s (A.25). For him, these come from tracing against the vacuum
density matrix |vacihvac| at past infinity. As in that case, they manifestly make the
functional integral converge. In the zero temperature limit � ! 1, we have f

k

! !
k

and g
k

! 0. Since !
k

is the energy associated with the wavenumber k, this makes
f
k

= E(k) in the notation of Weinberg’s book [15] (he uses p rather than k) and we
precisely recover the usual results.

In this example the fluctuation determinant contributes only an overall
normalization and can be ignored. I drop it in what follows.

To simplify the notation, it is helpful to consolidate the + and -
fields into a single integral over a contour.

We also relabel A → + and B → -

S terms

�-fn terms
(periodic)
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precisely recover the usual results.

In this example the fluctuation determinant contributes only an overall
normalization and can be ignored. I drop it in what follows.

To simplify the notation, it is helpful to consolidate the + and -
fields into a single integral over a contour.

We also relabel A → + and B → -

S terms

�-fn terms
(periodic)

If we send η0 → -∞, we get Schwinger’s theory
(vacuum bcs in the infinite past)

If we send β → ∞, we get the Gell-Mann / Low theorem.
This says we pick out the lowest energy state, ie., the true vacuum
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Another representation which is often used is to collect the + and -
fields into a matrix. Then it is just like having multiple

fields with a weird action
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In the Minkowski vacuum, the boundary conditions at η0 require
that G++ is negative frequency (positive energy)
and G-+ is positive frequency (negative energy)
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Also, G+- is the Hermitian conjugate of G-+

and G-- is the Hermitian conjugate of G++

At η* the boundary conditions require that G++ and G-+ are equal

G++(k)|⌘0 = G�+(k)|⌘0
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In the vacuum case, the equations to solve are
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Now take H to be constant for just a few efolds around horizon crossing,
where x ≈ 1 (obviously we will have to work harder later)

Bessel equation of order ν2 = 9/4 - m2/H2
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In the massless case we get a famous result

G++ = (2⇡)3�(k1 + k2)
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(1� ik⌘)(1 + ik⌧)eik(⌘�⌧) ⌘ < ⌧
(1 + ik⌘)(1� ik⌧)e�ik(⌘�⌧) ⌧ < ⌘
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k is common value
of k1 and k2 H* is the nearly

constant value of H
during horizon exit

momentum
conservation

valid from
|kη| ≈ exp(+few)

to
|kη| ≈ exp(-few)

Also, G-+ is a solution of the homogeneous equation.
The bc says it agrees with G++ for η = η*, for all values of τ,

but is positive frequency. Therefore
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h�(k1)�(k2)i = (2⇡)3�(k1 + k2)
H2

⇤
2k3

This estimate is only valid until |kη| ≈ exp(-few), but
by that time the fluctuation has settled down to a near constant

As you heard yesterday, in a single-field model, it is a theorem
that the density perturbation this generates is constant

outside the horizon (it decouples from the infrared dynamics).

But more generally we need to work harder.

Since H is changing only slowly, the amplitude depends only
weakly on k
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UV
IR

Hubble scale – energy density of the background

At least one fluctuation which is light compared to the 
Hubble scale

Presumably some fluctuations which are heavy compared to 
the Hubble scale

CUTOFF

We don’t try to describe modes above the cutoff.
Maybe the modes of quantum fields aren’t the right description.
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UV
IR

A mode with fixed comoving wavenumber k begins life far 
above the cutoff, where we are clueless

Hubble scale – energy density of the background

CUTOFF Eventually it joins the field-theory description
We want to set its boundary conditions here

Modes interact according to the laws of the model

It crosses the horizon, stops oscillating, and begins to
behave classically

If it is one of the light modes, it can continue to
have dynamics deep in the IR

In principle, this is what the density matrix ICs do
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So, when we do the standard calculation, we are
not assuming that we know physics above the cutoff

even though the mode begins far, far above it

However, we certainly are assuming something

If we use vacuum bcs, then we are assuming that whatever the high
energy physics is, it generates modes in their vacuum

when they join the field theory description.

It could not be like that. Then we would have some mixture
of positive and negative frequency modes.

It turns out this has consequences for the 3pf.
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Usually, people emphasize the similarity of
(unfamiliar) in-out to (familiar) in-in

X
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Y

(a) Scattering amplitude

q2

r

k1 k2

q1

q1 q2

r

k1 k2 k1 k2

(b) Diagrams contributing to the in–in correlation function

Figure 1: Scattering amplitude and in–in correlation function for the same graviton bremsstrahlung process. Xs are denoted by

solid lines; Y s are denoted by dashed lines; gravitons � are denoted by wiggly lines. The shaded blob is whatever nonperturbative

physics sets the initial distribution of Xs. In the first two diagrams, this carries momentum r = k1�q1�q2, where q1 and q2
are the independent loop momenta. Therefore this probes the entire momentum distribution of whatever state is represented

by the blob. In the third diagram, the loops do not interact with the non-perturbative state: the blob always carries momentum

k1, so only probes the momentum distribution at the scale k = |k1| = |k2| associated with the external momenta.

Gravitational waves from excited initial states

1. In–out and in–in approaches

Fig. 1a is the Senatore et al. scattering (“in–out”) amplitude [1]. Fig. 1b gives the
corresponding in–in correlation functions; there are more of these. If we agree to cut
each diagram along the XX line, and interpret this as two correlated X-quanta in the
initial state which subsequently decay to a pair of correlated final-state gravitons, then
there should be an interpretation in terms of a spacetime process in which we average
over the unobserved location of final-state Y particles.

One interpretation might go as follows. We interpret the first two diagrams in
Fig. 1b as a sum over S-matrix elements giving the total production rate for a single
graviton in the final state accompanied by a pair of unobserved Y -quanta. To obtain the
S-matrix element, up to numerical factors, we should square the amplitude of Fig. 1a
and sum over all final states. Here we also sum over initial states. Usually this sum
is absent because the initial particles are on-shell, but here they are being created by
quantum fluctuations (and also it is not clear what “on-shell” means in de Sitter). The

“New source” of gravitational waves
à la Senatore, Silverstein & Zaldarriaga 
(1109.0542)

This diagram is what we would compute to 
obtain the decay rate

What should we do for in-in?
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There are three diagrams, and they are not trees
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One interpretation might go as follows. We interpret the first two diagrams in
Fig. 1b as a sum over S-matrix elements giving the total production rate for a single
graviton in the final state accompanied by a pair of unobserved Y -quanta. To obtain the
S-matrix element, up to numerical factors, we should square the amplitude of Fig. 1a
and sum over all final states. Here we also sum over initial states. Usually this sum
is absent because the initial particles are on-shell, but here they are being created by
quantum fluctuations (and also it is not clear what “on-shell” means in de Sitter). The
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square of the diagram, with summation over states, is
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Averaging over the unobserved external lines amounts to sewing the diagram together,
and produces the in–in loops in the first two diagrams of Fig. 1b, at least where the
loop bridges + and � diagrams.

The information needed to carry out this averaging over the final state is their
distribution there, bearing in mind that they can materialize with any momentum (q1,
q2) and at any time (⌘1, ⌘2). This is (seemingly) given by the appropriate mod-square of
a wavefunction, evaluated at the correct time – as one would expect. The observed part
of the final state fixes the momenta of the gravitons (k1, k2) and the time of observation,
⌘⇤. In these “cut” diagrams, which are formally very similar to the cut diagrams of QCD
and hadron physics, the diagram which appears on the left of the cut (dotted line)
should be complex conjugated. In other words, we place “�” vertices on the left-hand
side of the cut, and “+” vertices on the right.

The conclusion is that although loops which bridge + and � vertices are formally
loops in the in–in sense, they correspond to spacetime processes which are not: they
are averages over the in–out final state. On the other hand, if we try to break the third
diagram in Fig. 1b into a scattering amplitude from the initial, nontrivial in-state of X
quanta, then the Y s appear only as virtual particles: they do not enter the final state.
This is a “real” loop, in the sense that it is a loop correction to the decay of the initial
in-state of X particles into a gravitational wave:
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Of course, we can cut the diagram in such a way that it does include an average over
an unobserved final-state particle. For example, we can cut one of the loops to include
a final-state Y -particle:
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The difference is only in the placement of + and � vertices. With this placement,
there is an S-matrix interpretation as the interference between two contributions to the
amplitude for graviton bremsstrahlung off a Y -particle. The first contribution is a tree
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solid lines; Y s are denoted by dashed lines; gravitons � are denoted by wiggly lines. The shaded blob is whatever nonperturbative

physics sets the initial distribution of Xs. In the first two diagrams, this carries momentum r = k1�q1�q2, where q1 and q2
are the independent loop momenta. Therefore this probes the entire momentum distribution of whatever state is represented

by the blob. In the third diagram, the loops do not interact with the non-perturbative state: the blob always carries momentum

k1, so only probes the momentum distribution at the scale k = |k1| = |k2| associated with the external momenta.

Gravitational waves from excited initial states

1. In–out and in–in approaches

Fig. 1a is the Senatore et al. scattering (“in–out”) amplitude [1]. Fig. 1b gives the
corresponding in–in correlation functions; there are more of these. If we agree to cut
each diagram along the XX line, and interpret this as two correlated X-quanta in the
initial state which subsequently decay to a pair of correlated final-state gravitons, then
there should be an interpretation in terms of a spacetime process in which we average
over the unobserved location of final-state Y particles.

One interpretation might go as follows. We interpret the first two diagrams in
Fig. 1b as a sum over S-matrix elements giving the total production rate for a single
graviton in the final state accompanied by a pair of unobserved Y -quanta. To obtain the
S-matrix element, up to numerical factors, we should square the amplitude of Fig. 1a
and sum over all final states. Here we also sum over initial states. Usually this sum
is absent because the initial particles are on-shell, but here they are being created by
quantum fluctuations (and also it is not clear what “on-shell” means in de Sitter). The
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each diagram along the XX line, and interpret this as two correlated X-quanta in the
initial state which subsequently decay to a pair of correlated final-state gravitons, then
there should be an interpretation in terms of a spacetime process in which we average
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and the second is one-loop. Presumably there is also graviton bremsstrahlung from the
internal X line, which have been uniformly ignored (justifiably?) in all the above.

We can do the same with the the first two diagrams in Figs. 1b, which we interpreted
(with the loops bridging + and � vertices) in terms of the scattering amplitude of Fig. 1a.
With a different placement of + and � vertices, these also become bremsstrahlung
diagrams
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This is another interference effect associated with transition to the S-matrix, this time
with a different one-loop contribution to graviton bremsstrahlung.

All these one-loop corrections to bremsstrahlung proceed via the bath of X quanta,
and its not very clear that they can satisfy the conditions to give a large enhancement
of the gravitational-wave amplitude.

• The rule seems clear: we cut the diagram, and partition the vertices into + and
� sets depending which side of the cut they fall. Then we are averaging over the
particles crossing the cut. But what about the pure + or pure � diagrams?

• There’s nothing in the formalism to distinguish what we have called in-state and
out-state particles in the S-matrix interpretation. So the probability weight that
in–in uses to sum over all possible in-states seems to be the same that it uses to sum
over all out-states. And, in fact, that has to be true because no-one tells us where
to cut the diagrams – different cuts correspond to different in- and out-states, so
we can move the particles around. How does this work in detail?

• This is clearly just the translation between in–out amplitudes and in–in correlation
functions which Eugene and myself were discussing last summer – but applied to
individual diagrams, rather than to the complete wavefunctional. Presumably doing
it the way we originally proposed gives a more systematic development.

• Also, to turn the above heuristics into something realistic, we need a law of
propagator composition, so that summing over the final time for the external lines
sews the lines together to produce a single in–in +� propagator. I guess this follows
from completeness and normalization of the wavefunctions, but haven’t checked.

2. Density matrix and initial state

To get a quantitative description we want to proceed in a similar way to the construction
of the path integral in Appendix 4 of Weinberg’s 2005 paper [2], except that he takes
the initial state to be the vacuum at past infinity. We want something more general,
replacing the initial state by a density matrix ⇢—characterized by an occupation number
n
k

(at conformal time ⌘0, say) of X-particles with comoving momentum k. Call this

different cut
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Fig. 1a is the Senatore et al. scattering (“in–out”) amplitude [1]. Fig. 1b gives the
corresponding in–in correlation functions; there are more of these. If we agree to cut
each diagram along the XX line, and interpret this as two correlated X-quanta in the
initial state which subsequently decay to a pair of correlated final-state gravitons, then
there should be an interpretation in terms of a spacetime process in which we average
over the unobserved location of final-state Y particles.

One interpretation might go as follows. We interpret the first two diagrams in
Fig. 1b as a sum over S-matrix elements giving the total production rate for a single
graviton in the final state accompanied by a pair of unobserved Y -quanta. To obtain the
S-matrix element, up to numerical factors, we should square the amplitude of Fig. 1a
and sum over all final states. Here we also sum over initial states. Usually this sum
is absent because the initial particles are on-shell, but here they are being created by
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1. In–out and in–in approaches

Fig. 1a is the Senatore et al. scattering (“in–out”) amplitude [1]. Fig. 1b gives the
corresponding in–in correlation functions; there are more of these. If we agree to cut
each diagram along the XX line, and interpret this as two correlated X-quanta in the
initial state which subsequently decay to a pair of correlated final-state gravitons, then
there should be an interpretation in terms of a spacetime process in which we average
over the unobserved location of final-state Y particles.

One interpretation might go as follows. We interpret the first two diagrams in
Fig. 1b as a sum over S-matrix elements giving the total production rate for a single
graviton in the final state accompanied by a pair of unobserved Y -quanta. To obtain the
S-matrix element, up to numerical factors, we should square the amplitude of Fig. 1a
and sum over all final states. Here we also sum over initial states. Usually this sum
is absent because the initial particles are on-shell, but here they are being created by
quantum fluctuations (and also it is not clear what “on-shell” means in de Sitter). The
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The moral is that an in-in calculation sums over: (1) all possible final
state particles, and (2) all possible ways that these can appear

in the final state, including interference effects when we go from
amplitudes to probabilities.

In does this in a very economical way, at the cost of some
ambiguity in interpretation of loop diagrams.
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The hard subprocess is essentially just scattering
of solid spheres. There’s not much diagnostic here.

Instead, details of the theory show up in these large logs.
But it’s no good just calculating to a few more orders in PT.

Credit: James Stirling
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Horizon exit:
All scales comparable aH ⇠ ki ⇠ k⇤

(comoving units)

Perturbation theory is acceptable.
This is a very close analogue of the
“hard subprocess” in pQCD

Wednesday, 18 July 12



Horizon exit:
All scales comparable aH ⇠ ki ⇠ k⇤

(comoving units)

Perturbation theory is acceptable.
This is a very close analogue of the
“hard subprocess” in pQCD

(aH)
exit

(aH)
now

wobble

After horizon exit:
Hierarchy of scales ln

(aH)
exit

(aH)
now

= ln |k
exit

⌘| � 1 wibble

inflation

exponential hierarchy of scales
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late time, fixed state
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“Schwinger” formulation

both external legs
at late time, so no
quanta enter the
diagram
instead, they are
nucleated like an
instanton
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⌘⇤ ⌘⇤

two quanta appear and
then separate, sharing a history.
So, they are correlated.
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⌘1

⌘2

“Schwinger” formulation

both external legs
at late time, so no
quanta enter the
diagram
instead, they are
nucleated like an
instanton

k
⌘⇤ ⌘⇤

two quanta appear and
then separate, sharing a history.
So, they are correlated.

precisely the same thing happens for, eg., the 3pf

3 quanta nucleate and separate

the Feynman rules
always give an integral

over all space

Z
d4x

p
�g · · ·

d3x dt a(t)3
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This divergence, and loops, give different species of logarithm
These all depend on the infrared dynamics of the theory

Time-dependenceln |k⌘⇤|

ln kL Depend on the tile size we chose at the outset.
This wasn’t physical; they have no meaning by themselves,
but only as a proxy for something else.

ln
k

k⇤

ln
ki
kt

Also occur and can be thought of as an infrared
effect of a different type. In an n-point function, these 
depend on the shape of the momentum n-gon.
Become large when ki/kt ≪ 1, ie., the “squeezed limit”.
[coming later]

Scale-dependence.
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This divergence at late times produces a logarithm in the 3pf,
associated with one of the slow-roll time scales

Falk, Rangarajan & Srednicki (1992)
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This divergence at late times produces a logarithm in the 3pf,
associated with one of the slow-roll time scales

time scale, will become
ξ on translation to the
curvature perturbation

number of e-folds outside
the horizon, grows to
between 40 and 60 during
observable inflation

Sasaki, Suzuki, Yamamoto & Yokoyama (1993) “Superexpansionary”
divergence — a geometrical effect associated with the growing volume of

space available at very late times

Falk, Rangarajan & Srednicki (1992)
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Different sources of time dependence

Associated with the slow-roll
time scale

Describe evolution of correlations 
outside the horizon, which can be 
understood using a classical phase 
space picture. We already have to work 
to all orders.

Associated with the quantum
scale H2/MP2

Arise from higher-order slow-roll
corrections

Arise from loops

Probably become important on a time 
scale of order MP2/H2 efolds. They are 
quantum corrections to the time 
evolution, but the huge time scale 
makes them mostly irrelevant for 
observable inflation. Could be 
important for a quantitative description 
of eternal inflation.
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To next-order in powers of slow-roll, the two-point function is
(now for multiple fields, labelled by α, β, …)

Inflationary correlation functions from the dynamical renormalization group 3

2.1. Two-point function

Including next-order corrections, but working at a conformal time ⌘ after horizon-

crossing, the power spectrum can be written‡
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We have set k = k
1

= k
2

to be the common magnitude of the momenta. The scale k⇤
is arbitrary and can be chosen to suit our own convenience. It is helpful to introduce a

dimensionless two-point function,
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where ⌃↵� is a function of k and ⌘. Eq. (3) gives
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The terms appearing here are

r⇤↵� = ✏⇤�↵�(1� �
E

) + u⇤
↵�(2� �

E

) (6)

M⇤
↵� = ✏⇤�↵� + u⇤

↵�. (7)

These are results obtained from fixed-order perturbation theory: here, leading order

(“lo”) plus next-to-leading order (“nlo”). But the presence of the infrared logarithms§

‡ This result has appeared in various forms in the literature. In the single-field case it was given
by Stewart & Lyth [6], who worked directly in terms of the conserved comoving-gauge curvature
perturbation R. Stewart & Lyth’s analysis was systematized by Lidsey et al. [7]. The corresponding
result for a canonically normalized scalar field was given by Nakamura & Stewart [8], who were able to
account for both multiple fields and a nontrivial field space metric. Higher-order corrections were given
by Gong & Stewart, together with an algorithmic approach to compute them using Green’s functions
of the Mukhanov–Sasaki equation [9, 10]. Eq. (3) of this paper agrees with Eq. (43) of Gong & Stewart
[10], although the time-dependent terms appear di↵erent due to the way Gong & Stewart selected
their time of evaluation. Eq. (3) manifestly exhibits the expected physical result that nontrivial time
dependence is induced only by the mass matrix m↵� , and not by terms coming from coupling to the
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Eq. (3) and the formulae of Nakumara & Stewart and Gong & Stewart apply for an arbitrary number
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among themselves but neglect the time-dependent term ln(�k⇤⌘) and therefore disagree with our Eq. (3)
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Structurally, we expect each order in slow-roll to be proportional
to 1/k3, by scale invariance

The idea is to interpret the next-order expression as the
first two terms in a Taylor expansion for Σαβ
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This procedure is one way to think about the renormalization group –
it is just inversion of a Taylor expansion!

A(x) = A⇤ [1 + �⇤(x� x⇤) + · · · ]

For example, expand a function A around an arbitrary point x*
(just asymptotic - need not be convergent)

This tells us two things:

dA

dx

����
x=x⇤

= A⇤�⇤

and

A(x = x⇤) = A⇤

Wednesday, 18 July 12



This procedure is one way to think about the renormalization group –
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A(x) = A⇤ [1 + �⇤(x� x⇤) + · · · ]

For example, expand a function A around an arbitrary point x*
(just asymptotic - need not be convergent)

This tells us two things:

dA

dx

����
x=x⇤

= A⇤�⇤

and

A(x = x⇤) = A⇤

But since this is true for any x*

d lnA(x)

dx
= �(x)

The zero-order term gives an ic
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In our case, we have a matrix Taylor expansion, so we have to
be careful with the indices

d⌃↵�

dN
= u↵�⌃�� + u��⌃�↵

and the initial condition can be extracted from the zero-order term

⌃↵� = H2
⇤�↵� (at horizon crossing)
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and the initial condition can be extracted from the zero-order term

⌃↵� = H2
⇤�↵� (at horizon crossing)

If you have seen the Boltzmann equation before, you know this
can be solved using an integrating factor
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set this equal to zero d�↵i

dN
= u↵���i

�↵i = Pexp

 Z N

N0

dN 0 u

!

↵i

This has a formal solution in terms of a path-ordered exponential

(But it is not often directly useful)
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at the initial time
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set this equal to zero d�↵i

dN
= u↵���i

Each inflationary trajectory
is traced out by
the equation
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From this we learn something very important.

��↵ = �↵i�i

If we solve with an integrating factor, then

✓
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◆
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d�i
dN

= 0

this is already zero chose δi to
be constant

��↵(now) = �↵i��i(then)
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= �↵iso Γ is a derivative 
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◆
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00

both these terms are zero so this term should be
zero too

Since ⌃↵� = �↵i�� jSi j we have to choose Sij to be the initial value
of the 2pf

Now we can finally work out what happens to the 2pf long after
horizon crossing
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)i
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)��j(k2

)i
then
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@��(now)
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��↵(now) =
@�↵(now)

@�i(then)
��i(then) +

1

2

@2�↵(now)

@�i(then)@�j(then)
��i(then)��j(then) + · · ·

If you follow the renormalization group argument for higher n-pfs,
you find this pattern is reproduced at higher order

h��↵���inow =

@�↵(now)

@�i(then)

@��(now)

@�j(then)
h��i��jithen

We can see that this gives the same result as the the
dynamical renormalization group argument

This is called the “separate universe approximation/picture/expansion”.
It is the most common way to do analytic calculations.
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Ridge

Ridge
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Initially the trajectories keep close to each other
Ridge

Ridge
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Initially the trajectories keep close to each other

Eventually they disperse nonlinearly
away from the ridge

Ridge

Ridge
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Ridge

Ridge

Start with a gaussian distribution
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Ridge

Ridge

Start with a gaussian distribution

The gaussian distribution is preserved in the early phases

Eventually a few trajectories slide away down
the hillside, generating a heavy tail
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Ridge

Ridge

Start with a gaussian distribution

The gaussian distribution is preserved in the early phases

Eventually a few trajectories slide away down
the hillside, generating a heavy tail

Jacobi field Γαi

(originally García-Bellido & Wands, 1996)
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Something similar happens when
converging into a valley

Direction of valley floor

This time, the “uphill” edge of the 
bundle is compressed towards the 
centre, which again generates a heavy 
tail on the “downhill” side.

V =
1

2
m2

��
2 + g0�+

1

2
m2

��
2

�

�
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Region of comparative overexpansion Region of comparative underexpansion

Unperturbed hypersurface

Surface of constant 
energy density

(3H2 = �)

a(t) � exp
� t

H(t�) dt� = expN(t) � a(t)e� � exp {N(t) + �N(t)}

(� > 0) (� < 0)

ds2 = �dt2 + a(t)2e2⇣dx2

The conclusion is that, to detect light modes, we should look
at departures from Gaussian statistics

But in which observable?
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