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Point Sources lessons learnt from Planck:
• Lesson 1: You can NOT make them 

disappeared!
• Lesson 2: You can NOT mask the entire sky!
• Lesson 3: Get ready to make your hands 

dirty!
• Lesson 4: Expect the unexpected!
• Lesson 5: Know your enemy!
• Conclusions



Sky coverage of 5 GHz surveys in equatorial
coordinates: GB6 (Gregory et al. 1996) 
(blue), PMNE (Griffith et al. 1995) (dark green), 
PMNS (Wright et al. 1994) (red), PMNT 
(Griffith et al. 1994) (light blue), and 
PMNZ (Wright et al. 1996) (magenta). The
white regions are "holes" in these surveys that
have been covered exploiting the NVSS and 
the SUMSS.

Lesson 1: PS removal

Pro Cons

Known positions
Baricentre with more 

than one source? 

Known flux at lower 
frequencies

Spectral index?

Variability?

BEST IDEA! Using known radiosources at lower 
frequencies …  (e.g. PIC)

http://iopscience.iop.org/article/10.1086/512678/fulltext/70582.text.html
http://iopscience.iop.org/article/10.1086/512678/fulltext/70582.text.html
http://iopscience.iop.org/article/10.1086/512678/fulltext/70582.text.html
http://iopscience.iop.org/article/10.1086/512678/fulltext/70582.text.html
http://iopscience.iop.org/article/10.1086/512678/fulltext/70582.text.html


Figure 6. Projected regions with large discrepancy between the proposed approach and the local low-
order polynomial background modelling. Images correspond to the simulated data, the diffuse component
with noise, and the point-source-subtracted data with the three approaches. SPSR in this case allows a
better subtraction of the point-source contribution because the local variations in the background are
not captured by the other two approaches.

channel (compare with Figure 4). Large flux errors are observed for all methods, but are less pronounced
for SPSR than for FIT-C or FIT-L.

As a summary for the internal catalogue, the most striking difference compared with the noise-limited
catalogue occurs in low-flux sources that are now subject to Eddington bias, whereas for high-flux the
results are essentially similar. Better relative performance in this situation in terms of bias and RMSE
or MAD may be attributed to two different phenomena: the proposed approach would be less affected
by Eddington bias and/or lead to better estimates for sources not detected in the band.

4. WMAP 9-year processing

The proposed approach was then applied to subtract point-source emission from WMAP 9-year data.
The maps were processed as follows: the differential assemblies data deconvolved with the asymmetrical
part of the beam were averaged to obtain 9-year frequency band data (Bennett et al. 2012). The beam
considered for each channel was obtained as the mean over all axisymetric beams provided for the
differential assemblies at that frequency. A catalogue was then built by merging the two catalogues
provided by the WMAP collaboration, resulting in 628 considered point sources.

The same processing (with the same working conditions) as for the simulations was then performed
for both SPSR and the local low-order polynomial minimization. In the absence of ground truth, it is
obviously difficult to quantitatively assess the relative performance of the algorithm as in the simulation.
Only extreme cases that visually illustrate the performance of the approaches are therefore presented in
Figs. 8 and 9.
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Figure 7. Statistics on error flux computed from internal catalogue and using the various approaches
for the five channels for five different flux bands (flux < 500 mJy, 500 mJy ≤ flux < 1 Jy, 1 mJy ≤ flux
< 2 Jy, 2 Jy ≤ flux < 5 Jy, flux ≥ 5 Jy). Quartiles and extreme values are plotted.

For the five WMAP 9-year channels, SPSR was applied using the following command line in the open
source package iSAP software1:
> map psfree =

mrs sparse pointsource removal(Map, GalMask, BeamInfo,StdMap, Niter=Niter).
For Ka to W maps, Niter was fixed to 9750, and to 13350 for the K channel. Galmask is the WMAP

point-source catalogue mask2, StdMap is the map containing the standard deviation of the noise per
pixel, and BeamInfo is a structure containing the WMAP 9-year beam at each point-source position.
The code WMAP9 DATA routines.pro can be used to obtain the required maps and beams and to call
the mrs sparse pointsource removal routine to derive the final products, as illustrated in the script
wmap9 remove point sources.pro.

6. Conclusions

We proposed a new approach for detected point-source flux estimation and subtraction. Compared with
the standard approach, which estimates point-source flux according to local low-order polynomial models
of the background, the proposed technique is based on a global modelling of the background, which is as-
sumed to be sparse in spherical harmonics to better capture its fluctuations. Bright point-source emissions
decrease the sparsity of this background, which is the key phenomenon driving the separation process.
An algorithm was adapted from recent convex optimization developments to solve the corresponding
inverse problem.

We evaluated the proposed technique as well as techniques used in WMAP and Planck collaboration
on realistic simulations of the WMAP microwave sky. In a noise-limited catalogue, except for channel
W, where noise leads to faint differences between the estimates and a slightly poorer estimate for the
proposed approach for low-flux sources (about 6%), our approach out-performs local polynomial fitting.
In the internally derived catalogue, SPSR also consistently leads to

- the lowest biases in the first three channels (up to 100mJy lower bias for sources < 1Jy in channel K)

1 http://jstarck.free.fr/isap.html
2 http://lambda.gsfc.nasa.gov/data/map/dr5/ancillary/masks/wmap_point_source_catalog_mask_r9_9yr_v5.fits
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Lesson 1: PS removal

SECOND BEST IDEA! Detect and 
substract!

• In real life PS removal is never perfect!
• Residuals bias due to positional, shape and 

intensity uncertainties.
• To determine residuals bias accurate 

simulations or additional precise statistical 
analyses are required. (Scodeller & Hansen, 
2013)



Leach et al. 2008

Lesson 2: PS masking

BEST IDEA! Mask the known sources!

• How many? Which ones? (stat 
info)

• How much area to mask? 
(intensity info)

• In all channels? (spectral 
information)

• Same issues in Polarization!

610 S. M. Leach et al.: Component separation methods for the PLANCK mission

Fig. 9. Example input and recovered total galaxy emission at 23 GHz, dust at 143 GHz and CMB components.



PLA (ESA)

Lesson 2: PS masking
SECOND BEST IDEA! Mask 

detected sources!

• Detection pipeline needed
• Different CompSep methods require 

different masks!
• Number of masks grow exponentially!
• Single/multiple channels, CS methods, 

detection pipelines, …

• Compromise: Common Mask



PCCS2,
Planck 2015 results. XXVI

Lesson 3: PS detection
Even from the cosmological point of view you 

can not avoid to detect the point sources.
• Planck delivered 4 incremental PS catalogues
• ERCSC, PCCS, PCCS2(+pol), PCNT (multi-frequency)

• Better to maintain 2-3 methods
• Be ready for internal fighting to choose these methods!
• Optimal for internal validations
• Should be reliable and well tested.
• Different methods for different tasks! (single/multi freq., 

polarization, …)
• Completeness vs. Reliability
• See Lopez-Caniego’s talk tomorrow!



The Planck list of high-redshift source 
candidates (PHZ)

• 2151 PS located in the cleanest 26% of the 
sky exhibiting an excess in the submillimeter 
compared to their environment.
• These sources are considered as high-z 

source candidates (z>1.5-2). 
• Followed-up with Herschel: proto-clusters 

(93%) and strongly lensed galaxies (3%)

Lesson 4: Unexpected results

PHZ,
Planck Intermediate results. XXXIX

(anticipated by Negrello et al. 2007,
preliminary results Herranz et al. 2012)

The Astrophysical Journal, 753:134 (12pp), 2012 July 10 Fu et al.

Figure 1. High-resolution images of HATLAS12−00. All images are aligned and the tickmarks are spaced at intervals of 1′′. Green crosses mark the two components
seen in the JVLA image. (a) Keck K-band image painted with a pseudocolor map from Keck K (red), J (green), and ACAM optical (blue) images. Lensing galaxies and
the PSF star are labeled. The scale bar indicates 5′′ or 40 kpc at the lens redshift. The inset shows the lens-subtracted K-band image overlaid with the peak positions
for lens modeling (Section 3.1). For clarity, the positional errors, as indicated by the ellipses, are enlarged by a factor of four. The colors distinguish images from the
three clumps in the source plane. (b) SMA 880 µm compact array image. Contours are drawn at −2, −1, +1, +2, and +4σ , where σ is the rms noise (3 mJy beam−1).
(c) JVLA CO(1→0) image. Contours are drawn at −1, +2, +4, and +8σ , where σ is the rms noise (27 µJy beam−1). The inset shows the CO spectrum from the same
data cube, along with a Gaussian fit (red). In (b) and (c), the ellipse to the lower right shows the beam.
(A color version of this figure is available in the online journal.)

64 MHz to avoid noisier edge channels. The eight sub-bands of
output pair AC were tuned to 32.5 GHz.

The bright compact calibration source, J1150−0023, was
observed every few minutes to determine accurate complex gain
solutions and bandpass corrections. 3C 286 (S = 2.1666 Jy at
27.06 GHz) was also observed to set the absolute flux scale, and
the pointing accuracy was checked locally every hour. In total,
around 2 hr of data were obtained for HATLAS12−00, with
∼1 hr of calibration.

The data were reduced using AIPS (31DEC12) following
the procedures described by Ivison et al. (2011), though with a
number of important changes: data were loaded using bdf2aips
and fring was used to optimize the delays, based on 1 minute
of data for 3C 286. The base bands were knitted together using
the noifs task, yielding uv data sets with 512 × 2 MHz channels,
which we then added together using the task dbcon. Finally,
the channels were imaged over a 512 × 512 × 0.′′3 field, with
natural weighting (robust = 5), to form a 5123 cube centered
on HATLAS12−00. Integrating over those 55 channels found
to contain line emission (so a fwzi of ∼1200 km s−1) yielded
an rms noise level of 27 µJy beam−1.

The cleaned and velocity-integrated CO map is shown in
Figure 1(c). The beam is 2.′′5×2.′′2 at P.A. = 85◦. Similar
to the SMA, the map resolves two components separated
by ∼5′′. The CO lines extracted from the two components
show the same redshift and line profile, further confirming
that they are lensed images of a single source. The best-fit
Gaussian to the area-integrated spectrum gives a line width of
∆VFWHM = 585±55 km s−1 and a line flux of SCO∆V = 1.52±
0.20 Jy km s−1. In comparison, the CO(1→0) measurements
reported by Harris et al. (2012) using Zpectrometer on the Green
Bank Telescope are ∆VFWHM = 680 ± 80 km s−1 and SCO∆V =
1.18 ± 0.26 Jy km s−1(corrected for the 20% difference in the
absolute flux density of 3C 286). The reason for the discrepancy
is unclear, but the two line flux measurements agree within the
1σ errors. So, hereafter, we use the weighted mean of the two
measurements, SCO∆V = 1.40 ± 0.22 Jy km s−1, to derive the
molecular gas mass.

2.5. Panchromatic Photometry

Photometry of HATLAS12−00 was obtained from the SDSS
(u, g, r, i, and z), the UKIDSS (Y, J,H, and K), the Wide-
Field Infrared Survey Explorer (WISE, 3.6 and 4.6 µm; Wright
et al. 2010), the Herschel/PACS (100 and 160 µm; Program ID:
OT1_RIVISON_1; Ibar et al. 2010), the Herschel/SPIRE (250,
350, and 500 µm; Pascale et al. 2011; Rigby et al. 2011), the
LABOCA (870 µm; Siringo et al. 2009), the SMA (880 µm),
the Max-Planck Millimetre Bolometer (MAMBO, 1.2 mm;
Kreysa et al. 1999), the CARMA (2792 and 3722 µm; Bock
et al. 2006), and the VLA FIRST survey (21 cm; Becker et al.
1995).

We obtained imaging at 870 µm with the LABOCA bolome-
ter array at the Atacama Pathfinder EXperiment (APEX) tele-
scope in 2011 November (D. L. Clements et al., in preparation).
LABOCA observed a 11.′4 diameter field with a resolution of
FWHM = 18.′′6. The observations have a total integration time
of ∼30 hr reaching a 1σ sensitivity of ∼2 mJy.

We obtained 1.2 mm imaging with MAMBO at the IRAM
30 m telescope (FWHM ∼ 10.′′7) in 2011 January and February
(H. Dannerbauer et al., in preparation). Observing time in the
on–off mode is 24 minutes, achieving a 1σ sensitivity of ∼1 mJy.

We obtained continuum observations at 81.2 and 108.2 GHz
(3722 and 2792 µm; covering rest-frame CO(3→2) and
CO(4→3) lines) on 2011 March 18 and September 1 as part of
our CO follow-up campaign of bright, lensed H-ATLAS SMGs
with CARMA in D array (D. A. Riechers et al., in preparation).
Observations were carried out for 0.9 and 1.4 hr on source, re-
spectively, using the 3 mm receivers and a bandwidth of 3.7 GHz
per sideband. HATLAS12−00 is unresolved in these observa-
tions, with angular resolutions of 6.′′8 × 5.′′0 and 6.′′0 × 3.′′8 at
81.2 and 108.2 GHz, respectively (restored with natural baseline
weighting).

Table 1 lists the photometry. We have included in the errors the
absolute flux calibration uncertainties (3% for WISE, 3%–5%
for PACS, 7% for SPIRE, 10% for SMA, and 15% for LABOCA,
MAMBO, and CARMA).

4

Fu et al.
2012
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Fig. 25. Histograms of spectral index for sources in PCCS2. The
changes in the source populations with frequency are clearly visible,
the lower frequencies are dominated by synchrotron sources and the
higher frequencies by dusty ones. At the intermediate frequencies both
source populations are discernible. Between the top two panels, there is
a visible shift in the peak of the histogram. This is due to a steepening
of the spectral indices of the radio sources. In each panel we give N, the
number of sources in the histogram.

of spectral indices is shown in Fig. 25. The larger dispersion
of values in the PCCS2E by comparison, is indicative of the
greater noise levels in the region of sky corresponding to the
PCCS2E as well as a broader distribution of temperatures for the
sources.

Fig. 26. Colour�colour plots. Red crosses represent sources from the
PCCS2 and blue diamonds sources from the PCCS2E. Top: com-
mon frequency 217 GHz. We can see the non-thermal and thermal
source populations of the PCCS2; the PCCS2E contains significantly
more thermal sources than the PCCS2, as expected given the that
PCCS2E contains the Galactic plane region. Bottom: common fre-
quency 857 GHz. The PCCS2 is consistent with a population of cold
sources spanning a narrow range in temperature, whereas the PCCS2E
shows a wider distribution of source properties.

5. The PCCS2: access, content and usage

The PCCS2 is available from the Planck Legacy Archive6. It
is composed of 15 single frequency catalogue FITS files, one
per LFI channel and two per HFI channel. In addition there
are associated maps, again provided as FITS files, which are

6 http://www.cosmos.esa.int/web/planck/pla

A26, page 28 of 39

Planck Collaboration: Planck statistical properties of extragalactic IR and radio ERCSC sources 100–857 GHz

Fig. 9. Planck differential number counts, normalised to the Euclidean value (i.e. S2.5dN/dS), compared with models and other data sets. Planck
counts: total (black filled circles); dusty (red circles); synchrotron (blue circles). Four models are also plotted: de Zotti et al. (2005, dealing only
with synchrotron sources – solid line); Tucci et al. (2011, dealing only with synchrotron sources – dots); Bethermin et al. (2011, dealing only
with dusty sources – long dashes); Serjeant & Harrison (2005, dealing only with local dusty sources – short dashes). Other data sets: Planck
early counts for 30 GHz-selected radio galaxies (Planck Collaboration 2011d) at 100, 143 and 217 GHz (open diamonds); Herschel ATLAS and
HerMES counts at 350 and 500 µm from Oliver et al. (2010) and Clements et al. (2010); BLAST at the same two wavelengths, from Bethermin
et al. (2010b); all shown as triangles. Left vertical axes are in units of Jy1.5 sr−1, and the right vertical axis in Jy1.5 deg−2.

Table 4. Planck number counts at 353, 545, and 857 GHz.

857 GHz 545 GHz 353 GHz

Sν [Jy] dN
dSν

S2.5
ν N>Sν dN

dSν
S2.5
ν N>Sν dN

dSν
S2.5
ν N>Sν

Mean Range [Jy1.5 sr−1] [sr−1] [Jy1.5 sr−1] [sr−1] [Jy1.5 sr−1] [sr−1]

0.631 0.480–0.762 . . . . . . . . . . . . 30.6 ± 3.7 50.1 ± 3.3
1.000 0.762–1.207 . . . . . . . . . . . . 26.4 ± 4.0 21.0 ± 2.1
1.585 1.207–1.913 . . . . . . 131.4 ± 21.4 60.3 ± 4.1 17.6 ± 4.1 8.4 ± 1.3
2.512 1.913–3.032 466.2 ± 70.5 127.7 ± 6.0 104.6 ± 20.4 28.9 ± 2.7 18.3 ± 5.7 4.2 ± 0.9
3.981 3.032–4.805 613.6 ± 96.6 71.8 ± 4.4 160.2 ± 33.8 16.3 ± 2.1 23.3 ± 9.0 2.0 ± 0.6
6.310 4.805–7.615 573.4 ± 103.4 35.0 ± 3.0 129.4 ± 37.5 6.7 ± 1.3 . . . . . .

10.000 7.615–12.069 755.2 ± 150.3 17.7 ± 2.1 119.5 ± 47.8 2.8 ± 0.9 13.2 ± 13.3 0.6 ± 0.3
15.849 12.069–22.801 837.1 ± 200.5 6.3 ± 1.3 136.2 ± 70.4 1.0 ± 0.5 52.9 ± 37.6 0.4 ± 0.3

the number counts measurements (which rely only on ERCSC
flux densities). We define the spectral index α by Sν ∝ να.

The derived spectral indices are used to determine the colour
correction of the ERCSC flux densities (Planck HFI Core Team
2011b). This correction changes the flux densities by at most
5% at 857 GHz, 15% at 545 GHz, 14% at 353 GHz, 12% at
217 GHz, and 1% at 143 GHz and 100 GHz.

3. Classification of galaxies into dusty
or synchrotron categories

For the purposes of this paper, we aim for a basic classifica-
tion based on SEDs that separates sources into those dominated
by thermal dust emission and those dominated by synchrotron
emission. (Free-free emission does exist, but is not dominant,

A133, page 7 of 19
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Lesson 5: PS statistical 
properties

the number counts (the number of galaxies at a
given brightness) of dust-obscured star-forming
galaxies, which are usually referred to as sub-
millimeter galaxies (SMGs) (15). Because of that,
even a small number of highly magnified SMGs
can substantially affect the shape of the bright
end of the submillimeter source counts enhancing
the number of SMGs seen at bright flux densities
than would be expected on the basis of our knowl-
edge of the unlensed SMG population (Fig. 1).
Furthermore, the frequency of lensing events is
relatively high in the submillimeter (11) because
SMGs are typically at high redshift (z > ∼ 1) (16),
and this increases the probability that a SMG is in
alignment with, and therefore lensed by, a fore-
ground galaxy. Other important contributors to
the bright tail of the submillimeter counts are
low-redshift (z ≤ 0.1) spiral and starburst galaxies
(17) and higher redshift radio-bright Active Ga-
lactic Nuclei (AGNs) (18); however, both of these
are easily identified, and therefore removed, in
relatively shallow optical and radio surveys. There-
fore, flux-density–limited submillimeter surveys
could provide a sample of lens candidates from
which contaminants can be readily removed,
leaving a high fraction (close to 100%) of gravita-
tional lens systems (Fig. 1). Because this selection
of lens candidates relies only on the properties of
the background source (its flux density), it can
probe a wide range of lens properties (such as
redshifts and masses) and thus provide a valuable
sample for studying the elliptical properties of
lensing galaxies (19) as well as investigating the
detailed properties of the lensed SMGs.

The submillimeter lens candidate selection
at work. Although the approach presented above
may be more efficient and vastly more time-
effective than those exploited so far in the radio
(20) or the optical (21, 22), at least several tens of
square degrees (deg2) of the sky must be ob-
served in the submillimeter to produce a statis-
tically significant sample of strongly lensed objects
and a minimal contamination from unlensed gal-
axies. This is because the surface density of
lensed submillimeter galaxies is predicted to be
lower than ∼0.5 deg−2 for flux densities above
100 mJy at 500 mm (Fig. 1). Submillimeter sur-
veys conducted before the advent of Herschel
were either limited to small areas of the sky
(15, 23) or were severely affected by source
confusion due to poor spatial resolution (24).
Therefore, no previous test of this selection
method has been performed, although the SPT
has recently mapped an area of more than 80
deg2 at millimeter wavelengths (9) and found an
“excess” of sources that could be accounted for
by a population of gravitationally lensed objects.

The Herschel Astrophysical Terahertz Large
Area Survey (H-ATLAS) (25) represents the
largest-area submillimeter survey being currently
undertaken byHerschel. H-ATLAS uses the Spec-
tral and Photometric Imaging Receiver (SPIRE)
(26) and the Photodetector Array Camera and
Spectrometer (PACS) (27, 28) instruments and,
when completed, will cover ∼550 deg2 of the sky

from 100 to 500 mm. H-ATLAS has been de-
signed to observe areas of the skywith previously
existing multiple-wavelength data: Galaxy Evo-
lution Explorer (GALEX) ultraviolet (UV) data,
Sloan Digital Sky Survey (SDSS) optical imag-
ing and spectroscopy, NIR data from the UK
Infrared Telescope (UKIRT) Infrared Deep Sky
Survey (UKIDSS) Large Area Survey (LAS),
spectra from the Galaxy And Mass Assembly
(GAMA) (29) project, radio-imaging data from
the Faint Images of the Radio Sky at Twenty-cm
(FIRST) survey and the NRAO Very Large Ar-
ray Sky Survey (NVSS). The first 14.4 deg2 of
the survey, centered on J2000 RA 09:05:30.0
DEC 00:30:00.0 and covering ∼3% of the total
area, was observed in November 2009 as part of
the Herschel Science Demonstration Phase (SDP).
The results were a catalog of ∼6600 sources (30),
with a significance >5s, in at least one SPIRE
waveband, where the noise (s) includes both in-
strumental and source confusion noise and cor-
responds to ∼7 to 9 mJy/beam.

The Herschel/SPIRE 500-mm channel is fa-
vorable for selecting lens candidates because the
submillimeter source counts steepen at longer
wavelengths (24, 31). We used theoretical pre-
dictions (14) to calculate the optimal limiting flux
density, above which it is straightforward to re-
move contaminants from the parent sample and
maximize the number of strongly lensed high-
redshift galaxies. The surface-density of unlensed
SMGs is predicted to reach zero by S500 ∼ 100
mJy (14), and these objects are only detectable
above this threshold if gravitationally lensed by a
foreground galaxy (Fig. 1). The H-ATLAS SDP
catalog contains 11 sources with 500 mm flux
density above 100mJy. Ancillary data in the field
revealed that six of these objects are contam-
inants, four are spiral galaxies with spectroscop-
ic redshifts in the range of 0.01 to 0.05 [see (32) for
a detailed analysis of one of these sources], one is
an extended galactic star-forming region, and one
is a previously known radio-bright AGN (33).
Although the number of these sources are few at

Fig. 1. Selection of grav-
itational lenses at sub-
millimeter wavelengths.
The 500-mm source counts
consist of three different
populations (14): high-
redshift SMGs; lower red-
shift late type (starburst
plus normal spiral) gal-
axies; and radio sources
powered by active galac-
tic nuclei. Strongly lensed
SMGs dominate over un-
lensedSMGsat verybright
fluxes, where the count
of unlensed SMGs falls
off dramatically (yellow
shaded region). The data
points are from H-ATLAS
(31).

Table 1. Photometric and spectroscopic redshifts of the five lens candidates. Spectroscopic redshifts were
derived from optical lines for the lens [zspec(opt)] and from CO lines for the background source [zspec(CO)].
Photometric redshifts are based on UV/optical/NIR photometry for the lens [zphot(opt)] and H-ATLAS plus
SMA and MAMBO photometry for the background source [zphot (sub−mm/millimeter); using the photometric
redshift code of (36, 37)]. The quoted errors on the redshifts correspond to a 68% confidence interval (CI).

SDP ID zphot(opt) zspec(opt) zphot(sub−mm/millimeter) zspec(CO)

9 0.679 T 0.057 − 1.4−0.4
+0.3 1.577 T 0.008*

11 0.72 T 0.16 0.7932 T 0.0012† 1.9−0.3
+0.4 1.786 T 0.005*

17 0.77 T 0.13 0.9435 T 0.0009† 2.0−0.3
+0.4 0.942 T 0.004 and 2.308 T 0.011*

81 0.334 T 0.016 0.2999 T 0.0002‡ 2.9−0.3
+0.2 3.037 T 0.010*

3.042 T 0.001§‖
130 0.239 T 0.021 0.2201 T 0.002¶ 2.6−0.2

+0.4 2.625 T 0.001§
2.6260 T 0.0003‖

*Datum is from CSO/Z-Spec (43). †Datum is from the William Herschel Telescope (35). ‡Datum is from SDSS.
§Datum is from GBT/Zpectrometer (45). ‖Datum is from PdBI (35). ¶Datum is from the Apache Point Observatory
(35).
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Fig. 5. Normalized histograms of the recovered polarization fraction
from the PCCS2 catalogue from 30 to 217 GHz (the 353 GHz channel is
not shown because the catalogue contains only one source). The number
of sources in each histogram is indicated.

follow the IAU/IEEE convention (Hamaker & Bregman 1996)
for defining the angle of polarization of a source: polarization
angles are taken as increasing anticlockwise (north through east).
In this paper, position angle zero is taken as the direction of the
north Galactic pole. The polarization angle is defined by

 =
1
2

arctan(�U/Q). (2)

The minus sign is necessary to correct from the HEALPix con-
vention for position angles used in the Planck Stokes parameter
maps, in which position angle increases clockwise. As noted in
Planck Collaboration I (2016), the convention used for Planck

polarization maps is the one usual in CMB studies and is used
in WMAP papers, whereas the IAU/IEEE convention adopted
here is standard for astronomical sources. Polarization angles
are given in degrees in the range �90� to 90�. The estimate of

P acquired using Eq. (1) is biased, because the errors in the Q

and U measurements, on average, contribute positively to the
measurement of P (see, e.g. Montier et al. 2015). However, in
our significance regime we can use the approximation

Pdebiased =

q
P2 � �2

P
(3)

to debias our estimate of P, where �P is the error in P and is
calculated by propagating the errors in Q and U, where �Q,U

are calculated as the local rms in an annulus around the source
in the maximum-likelihood filtered Q and U maps, under the
assumption of no correlation:

�P =

s
1

Q2 + U2

⇣
Q2 ⇥ �2

Q
+ U2 ⇥ �2

U

⌘
. (4)

The polarization angle error is obtained by propagating the errors
in Q and U:

� =
1

2
�
Q2 + U2�

q
Q2 ⇥ �2

U
+ U2 ⇥ �2

Q
. (5)

As shown in Table 14 the typical uncertainty in the polarized flux
density is 45�90 mJy between 30 and 70 GHz and 30�180 mJy
between 100 and 353 GHz.

2.5.1. Corrections for bandpass mismatch

Mismatch between the bandpass shapes of the two orthogonally-
polarized detectors in each feed horn causes leakage of total in-
tensity into the polarization signal for any emission whose spec-
trum di↵ers from that of the primary calibrator, namely the CMB
dipole; therefore all foreground emission including that from
compact sources su↵ers from temperature-to-polarization leak-
age. Correction requires a model of the spectrum of the source,
as well as a model for the spectral response of each detector
or bolometer. Since the detecting elements used in the two in-
struments are di↵erent, LFI and HFI treated bandpass mismatch
di↵erently. The magnitude of the correction can be very di↵er-
ent from one source to another. In the lower Planck frequencies,
the correction can vary from a fraction of a percent up to 100%.
In the higher frequency channels this correction is always below
the percent level. The details are presented in Appendix C.

2.5.2. Evaluation of marginal polarization measurements

At four HFI frequencies (100, 143, 217, and 353 GHz) we
present an additional set of polarized flux-density and polariza-
tion angle estimates for sources detected only marginally in po-
larization. These are derived using the Bayesian “PowellSnakes”
algorithm (see Planck Collaboration XXVIII 2014). The aim is
to disentangle the sources that have some polarized emission
from those that are consistent with no polarized signal. This al-
lows us to probe fainter polarization signals, and thus to provide
deeper and more complete polarization catalogues without any
loss of reliability (as we show in Sect. 3.5). The details of the
method are presented in Appendix C.3.

3. Validation of the PCCS2

The contents of the PCCS2 and the four di↵erent flux-density es-
timates have been validated by simulations (internal validation)
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Fig. 4. Distribution of the polarized sources from the PCCS2 (top) and the PCCS2E (bottom). Red, blue, green, and black circles show sources
from the 100, 143, 217, and 353 GHz catalogues, respectively. As in previous figures, the size of the filled circles gives a qualitative idea of the
relative flux densities of the sources at each frequency, where the larger dots correspond to larger flux densities. Note that a di↵erent circle size
range for each channel was necessary for visualization purposes.

polarized sources in the LFI and HFI polarized frequency chan-
nels. Normalized histograms of the polarization fraction for the
population of significantly polarized sources in the PCCS2 cata-
logues are shown in Fig. 5.

If a source is not strictly point-like, the filtering proce-
dure used to reduce the noise will also remove signal. For this
reason we also provide aperture photometry measurements for
polarization, which, although noisier, do not remove as much
signal from compact (but not point-like) sources as filtering.
The aperture photometry package is common to both LFI and

HFI, whereas there are two di↵erent implementations of the
maximum-likelihood estimator, which will allow us to assess the
robustness of the methods by comparing their results in a com-
mon set of simulations. The results of the HFI and LFI polariza-
tion pipelines are compared in Sect. 3.5.

The polarized flux density of a source, P, is evaluated using

P =
p

Q2 + U2, (1)

where Q and U are the flux densities in the Stokes Q and U maps,
measured at the position of the source detected in the I map. We
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Fig. 3. Distribution of the polarized sources in the lowest channels of the PCCS2. Red, green, and blue circles show sources from the 30, 44, and
70 GHz catalogues, respectively. As in Fig. 2, the size of the circle gives a qualitative idea of the relative polarized flux density of the source.

used to make a local estimate of the noise to calculate the un-
certainty in the flux density. The flux density is corrected for
the fraction of the beam solid angle falling outside the aperture
and for the fraction of the beam solid angle falling in the annu-
lus. The aperture photometry was computed using an aperture
with a radius equal to the average FWHM of the e↵ective beam
(the e↵ective FWHM in Table 2), and an annulus with an inner
radius of 1 FWHM and an outer radius of 2 FWHM. The ef-
fective beams, also given in Table 2, were used to compute the
beam solid angle corrections. For details see the PCCS paper
(Planck Collaboration XXVIII 2014).

PSF fit photometry (PSFFLUX). The flux density and its un-
certainty are obtained by fitting a model of the PSF at the po-
sition of the source. The model has four free parameters: the
amplitude of the source; a background o↵set; and two coordi-
nates for the location of the source. The PSF is obtained from
the e↵ective beam by means of a bicubic spline interpolation for
source positions that are di↵erent from the centre of a pixel. Note
that the PSF fitting now includes subpixel positioning, which is
a new feature introduced after the production of the PCCS. For
details see Appendix A.

Gaussian fit photometry (GAUFLUX). The approach to Gaus-
sian fitting has been completely revised since the PCCS. The al-
gorithm now allows the position of the source to vary as the best
fit is found. The same parameters are returned for each source:
its flux density; the major and minor semi-axes; and an orien-
tation angle. Additionally, as in the PCCS, the semi-axis val-
ues are used in the construction of the flag for extended sources.
The new method uses a downhill simplex method in multidimen-
sions, the Nelder-Mead method, to find the best-fit values in the
full parameter space of position, flux density, and elliptical Gaus-
sian parameters. The method has been shown to be robust and
stable (Press et al. 1992). Optimization is based on the reduced

log-likelihood with prior regularization for the size of the source
defined by the e↵ective beam at each frequency. The downhill
simplex methods does not produce estimates of the flux density
uncertainties. For this purpose a Markov Chain Monte Carlo has
been used. For details see Appendix B.

2.5. Polarization

In the Planck polarization maps, the polarized sources are em-
bedded in a background that is the combination of instrumental
noise and di↵use emission. The nature of the di↵use emis-
sion depends on the observation frequency; for example, po-
larized synchrotron emission in the lower frequency channels
and infrared emission in the higher frequency channels. In both
regimes the polarization fraction of the compact sources (the ra-
tio between their polarized flux densities and total intensity) is
typically lower than 1�2%. This presents a challenge in terms
of disentangling the true polarized flux density of a source from
the background. In order to tackle this problem, a two-step pro-
cess has been proposed (López-Caniego et al. 2009). First, a
maximum-likelihood filter is applied, reducing the noise and en-
hancing the S/N of the sources embedded in the Q and U maps
(Argüeso et al. 2009). Second, the significance of each detection
is assessed based on the statistics of the local background in
the vicinity of the source. Several significance levels were in-
vestigated and we concluded that, for the typical polarization
backgrounds present in the Planck polarization maps, a signif-
icance threshold of 99.99% successfully distinguishes the po-
larized emission of a compact source from a peak in the back-
ground. This approach has been used in the present catalogues to
attempt to measure the polarized flux densities and uncertainties
of all sources found in the temperature maps. Polarization mea-
surements are provided for all sources where the significance
of the detected polarized signal reaches or exceeds the limit of
99.99%; for the remaining sources we provide the 99% upper
limit. Figures 3 and 4 show the distributions of the significantly
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Figure 7. Top panel:
√

⟨!2⟩ for the extragalactic region of the sky (green squares). Bottom panel: comparison between the mean fractional polarization (blue
circles) and the median fractional polarization (red squares).

from sources that can be detected at only one particular frequency
and are, thus, biased towards sources with higher polarization.

On the contrary, the stacking analysis allows us to reduce the
background noise and enhance the signal. In this way we are able
to compute ⟨!⟩ at different frequencies for the same sample of
sources, identified by their positions, regardless of whether they can
be detected or not. Moreover, we also make a distinction between
Galactic and extragalactic regions of the sky.

Concerning the values we found for the lognormal distribution
of !, we can compare our 30 GHz results with those by Massardi
et al. (2013) at 18 GHz. They found a value for σ of 0.90 and a
median polarization fraction !m of 2.14 per cent. They are in good
agreement with our findings: σ = (0.7 ± 0.2) and !m = (2.2 ±
0.4) per cent (given by !m = exp (µ)).

4 C O N C L U S I O N S

In this work, we apply stacking to estimate the mean fractional
polarization of radio sources at Planck frequencies. Our sample
consist of 1560 sources, i.e. the sources in the PCCS2 catalogue at
30 GHz. They are divided into two subsamples: 679 inside and 881
outside the Planck Galactic mask with fsky = 60 per cent. At higher
Planck frequencies, the positions in the sky corresponding to these
sources are used. ⟨!⟩ is computed at 30, 44, 70, 100, 143, 217 and
353 GHz in the Planck maps.

Due to detection bias, we perform background subtraction to
compute the mean flux density in total intensity for the sources in
two different ways (see Section 2.2): by subtracting the mean value

obtained in the region of the patch 3σ beam away from its the centre
and by modelling the background before its subtraction. In both
cases, we find compatible results (within their errors).

When we use the stacking technique to enhance the signal, we
find that there is a significant bias in the determination of the average
source polarization (called noise bias, see Section 2.3). In order to
estimate and correct for this bias, we perform simulations with
injected sources (Section 2.4).

We also perform simulations by following two different source
counts models (De Zotti et al. 2005; Tucci et al. 2011). The results
are compatible at the 1σ level.

For the sky region outside the Galactic mask, we obtain values
for ⟨!⟩ in the different channels that are not too different taking
into account their errors: they go from the lowest value of (2.51 ±
0.48) per cent at 70 GHz up to (3.52 ± 1.20) per cent at 217 GHz.
Remarkably, there is a good agreement with low-frequency survey
results: 2.5 per cent by Massardi et al. (2008), 2.79 per cent by
Massardi et al. (2013) and 2-5 per cent by Sajina et al. (2011).

We also estimate the parameters characterizing the lognormal
distribution for !: we obtain a weighted mean for µ over the
whole Planck frequency range of 0.7 (that would imply a median
value for ! of 1.9 per cent, lower than the measured mean value
of 3.08 per cent, as expected for a lognormal distribution) and a
weighted mean for σ of 1.0.

For the region inside the Galactic mask, the behaviour is similar
to the previous case with a tendency to slightly higher values. ⟨!⟩
ranges from a minimum value of (3.05 ± 0.14) per cent at 217 GHz
to a maximum of (4.30 ± 0.19) per cent at 353 GHz, with the

MNRAS 469, 2401–2411 (2017)Downloaded from https://academic.oup.com/mnras/article-abstract/469/2/2401/3779721
by Hospital Universitano Central de Asturias user
on 30 January 2018

632 L. Bonavera et al.

Figure 2. Results obtained for
√

⟨!2⟩ outside the adopted mask (extragalactic region of the sky) from 143 to 353 GHz. The grey points are obtained with each
individual simulation (using a log-normal distribution for the mean fractional polarization): the y-axis is the mean input

√
⟨!2⟩ for simulations and the x-axis

is the value recovered with stacking for different values of µ and σ , as described in the text. The linear interpolation of these points gives us the correction for
the noise bias that has to be applied to the observed values (red squares). The blue points are obtained by averaging over the simulations points with a binning
step of 0.3 in the y-axis.

Figure 3. ⟨!⟩ (top) and
√

⟨!2⟩ (bottom) for each frequency outside the
Galactic mask with fsky = 60 per cent and the Magellanic Clouds. The blue
circles are obtained for the current sample, the green squares refer to the
sample discussed in B17.

emission is all due to synchrotron emission (Psync = PT = ! ·
IT = 0.03IT), we find a !sync = Psync/Isync = 0.6. Therefore, in
order to recover the observed ∼ 3 per cent mean fractional polar-
ization at 353 GHz, the contribution from polarized synchrotron
emission should be infeasibly high (60 per cent). The same calcu-
lation at 217 GHz gives Isync = 0.2IT, implying a value for !sync of
15 per cent. Since the mechanism responsible for the polarization
emission at both frequencies for the same population of sources
should be the same, this implies that the value we find at 353 GHz
rules out also the lower value for 217 GHz. This argument implies
that dust contributes significantly to the observed polarization in the
dusty sample.

Above ∼ 100 GHz not only dusty galaxies, but even AGN with
weak radio emission are dominated by dust emission from the torus
or the host galaxy, as in typical sources dominated by thermal
emission. Therefore, the observed polarization is likely associated
with scattering processes off the dust grains and dust magnetic
fields. On the other hand, the radio sample analysed in B17 con-
sists mainly of Blazar sources. The latter are dominated by the jet
emission at all frequencies, thus the observed polarization is to be
ascribed to partially ordered magnetic fields in the jet (Tucci & Tof-
folatti 2012, and references therein). This is expected to be the case
when the shocks in the jet compress an initial random field (with

MNRAS 472, 628–635 (2017)

⟨!⟩ polarisation of radio sources in Planck 2403

Figure 1. From left to right: mean maps of the original S data, the model
fit to the background (see text) and the ‘residual’ for the 143 GHz channel,
outside (top) and inside (bottom) the adopted Planck mask. The colour scale
is Jy pix− 1, the pixel size is 1.72 arcmin and the angular size of the image is
3.14 deg2. The values in this figure are not yet corrected for the noise bias.

353 GHz (all the Planck channels with polarization measurements).
To perform stacking, we select a small patch of 63 × 63 pixels
(corresponding to ∼40 times the solid angle of the beam at 30 GHz)
around each source position. The pixel size is 3.44 arcmin for LFI
and 1.72 arcmin for HFI channels. We then add up all the patches
to obtain the total flux density. To reduce the instrumental noise (a
second order effect) we convolve the resulting patch with a Gaussian
filter whose σ filter is given by σ beam/2.

Unlike the case for Stil et al. (2014), where they use high-
resolution radio data at 1.4 GHz, in the microwave band and at
the much lower Planck angular resolution, we need to take into
account some additional signals that are plausible contaminants to
our stacked measurements: the CMB itself and the diffuse emission
of our own Galaxy. Although their contribution is very small in
polarization, it is not negligible when stacking over hundreds of
targets. In the final stacked image, these small contributions give
rise to a strong background signal that has to be removed. There-
fore, we estimate and subtract it from the final stacked patch, where
the contamination signal can be more easily calculated both in total
intensity and in polarization. In polarization, we subtract the mean
of the background computed in the external region of the final patch
(3σ beam away from the patch centre) from the total polarization flux.

In the subsample outside the Galactic mask region, the sources
lying on a CMB maximum are more likely to be detected, due to the
bias in the source detection in total intensity. In the HFI channels
(where the S/N is higher), this fact results in an extended feature
around the centre of the final patch. In this latter case, we estimate
the background by fitting it with a constant plus Gaussian 2D curve
and then subtract it from the data. This effect is clearly not present
either in polarization or in our injected sources test (see Section 2.4).

For the subsample inside the Galactic region, due to the Galac-
tic emission gradient, we need to perform a parabolic 2D fit to
more carefully estimate the background. We also compute the flux
densities in total intensity with the same background subtraction
procedure used for polarization and compare both sets of results in
Section 3. From these residual maps, we then compute the total flux
densities in total intensity and polarization.

An example of background estimation is illustrated in Fig. 1.
It refers to the 143 GHz case. On the left, the total intensity map
resulting from the stacking in the region outside (top) and inside
(bottom) the Galactic mask is shown. The central panel is the model
obtained by fitting the background in total intensity. In the top
figure, the fit is performed using a flat component and a 2D Gaussian
curve to take into account the noisy background and the contribution

from the positive CMB fluctuations. In the bottom panel, we use a
2D, two degree polynomial function to model the background in the
Galactic region. The right-hand panels show the residual maps that
we use to estimate the flux density. It is worth mentioning that in the
test with injected sources (described in Section 2.4) there was no
need to perform such background fitting, because the boosting effect
was not present, strengthening the idea that it is due to a detection
bias. It should also be stressed that the values in this figure are not
corrected for the noise bias (see Section 2.3).

Finally, we compute ⟨!⟩ = ⟨P0⟩/⟨S⟩, where P0 is the source total
polarization amplitude and ⟨P0⟩ its average over our sample. Its

error is given by
√

(⟨P0⟩/⟨S⟩)2 · (σ 2
P0

/⟨P0⟩2 + σ 2
S /⟨S⟩2), where σP0

and σ Sare the standard deviations for total intensity and polarization
computed in the external region of the stacked patches.

We also compute the quantity
√

⟨!2⟩ =
√

⟨P 2
0 ⟩/⟨S2⟩ by apply-

ing the same methodology with the only difference that due to the
higher S/N we do not need to perform any background fit to compute√

⟨!2⟩. Its error is given by
√

1
4⟨P 2

0 ⟩⟨S2⟩ (σ 2
P 2

0
+ ⟨P 2

0 ⟩2/⟨S2⟩2σ 2
S2 ).

Please note that most of our sources are not directly detectable
and therefore we cannot estimate directly ⟨!⟩ = ⟨P0/S⟩ and
⟨!2⟩ = ⟨P 2

0 /S2⟩. For this reason, in our stacking procedure, we
decided to calculate ⟨!⟩ = ⟨P0⟩/⟨S⟩ and ⟨!2⟩ = ⟨P 2

0 ⟩/⟨S2⟩ that
are good approximations for ⟨!⟩ = ⟨P0/S⟩ and ⟨!2⟩ = ⟨P 2

0 /S2⟩,
taking into account that ! and S can be considered independent
variables (see e.g. Massardi et al. 2008, 2013 and Galluzzi et al.
2017 as discussed in Section 3.1). Besides, the residual errors in-
troduced by these assumptions are much lower than the noise bias
discussed in Section 2.3. Moreover, the bias subtraction method-
ology described in Section 2.4 also corrects any residual deviation
from the theoretical value.

2.3 Noise bias

As stated in Section 2.1, P is a quadratic sum of Q and U. This
construction introduces a bias due to the Q and U noise cross-terms.
This bias is usually referred as noise bias and it is not negligible
for low S/N observations. For this reason, it has to be taken into
account in order to correct the measurements. Different methods
have been developed for this correction (see e.g. Simmons & Stew-
art 1985; Vidal, Leahy & Dickinson 2016), but none of them can be
directly applied to our case. In fact, in our approach it is important
to keep in mind that – by stacking – we are neither observing nor
detecting individual sources. This is due to the fact that the polar-
ization signal-to-noise ratio is not high enough to guarantee their
direct detection. Moreover the noise bias strongly depends on the
S/N that is unknown in our case for each individual compact source.
Therefore, in order to get a theoretical estimation of the importance
of the noise bias in our procedure, we proceed by considering the n
sky patches constructed around the sources detected in the intensity
maps and by adding them up in polarization to increase the signal-to
noise ratio (stacking method).

As previously discussed, these sources have not been individually
detected in the polarization maps. However, we assume that each
of these sources is polarized with total polarization amplitude P0 =√

Q2
0 + U 2

0 , being Q0 and U0 the polarization amplitudes in Q and
U, respectively. Far from the centre of the patch – a 3σ beam distance
is enough – we assume that the distribution of the values of Q and
U is Gaussian with zero mean and r.m.s deviation σ = σ Q = σ U,
with σ coming from the combination of instrumental noise, CMB
and the different foregrounds.
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Table 2. From left to right: frequency, Cl contribution to
the CMB power spectrum of our sample of dusty and of
radio sources estimated from the CORE predictions (De Zotti
et al. 2016).

Frequency Dusty sources Radio
(GHz) (µK2) (µK2)

217 5.57e-08 4.38e-09
353 2.22e-06 8.61e-09
600 2.06e-03 5.66e-07
800 5.10e-01 6.62e-05

Figure 7. Power spectrum contribution from the dusty (red solid line) and
radio (blue dashed line) sources to the power spectrum, compared with the
primordial B-mode for r = 0.1, 0.01, from top to bottom (black solid line)
and the lensing-induced B-mode (black dotted line).

where g is the conversion factor from flux density to temperature
units (Tegmark & Efstathiou 1996) and Pc = 0.5 mJy has been cho-
sen to be similar to the CORE detection limit (De Zotti et al. 2016).
The values we obtain for 217, 353, 600 and 800 GHz are listed
in Table 2. In Fig. 7, we plot the l(l + 1)Cl/2π estimate for the
dusty sources (red solid line) and for the radio sources in (De Zotti
et al. 2016, blue dashed line) for the 217 (top panel) and 353 (bot-
tom panel) GHz channels. In these two frequencies the contribution
is comparable to the primordial B-mode for r = 0.1 and r = 0.01
(black solid lines) and the lensing-induced B-mode (black dotted
line). At 217 the contribution from these kind of sources is negli-
gible for the lensing-induced B-modes, but it becomes important
for the primordial B-mode at l ∼ 350 (right after the second peak)
or l ∼ 150 (just after the first peak) for r = 0.1 and r = 0.01,
respectively.

At 353 GHz the level of this contamination is the same as the one
of lensing-induced B-modes. This means that it is even worse for the
detection of the primordial B-mode, since the source contribution
becomes important right after the first peak (l ∼ 100) already for
the r = 0.1 case. We omit to show results from 600 and 800 GHz, as
at these frequencies the contribution to the power spectrum is much
higher than the one from the B-mode, as expected.

4 C O N C L U S I O N S

The analysed sample of extragalactic dusty sources (selected from
the 857 GHz of the PCCS2 catalogue) shows polarization properties
similar to those characterizing radio sources (Massardi et al. 2013;
Galluzzi et al. 2017, B17). We measure polarization values of

⟨!⟩= (3.10 ± 0.75) per cent and ⟨!⟩= (3.65 ± 0.66) per cent at 217
and 353 GHz respectively, and of

√
⟨!2⟩ = (7.38 ± 1.32) per cent

and (6.87 ± 1.35) per cent at 217 and 353 GHz, respectively. More-
over, as for the radio sources, the fractional polarization of ex-
tragalactic dusty sources follows a log-normal distribution. We find
values for µ of 0.26 ± 0.52 and 0.66 ± 0.41 and for σ of 1.32 ± 0.23
and 1.12 ± 0.24 at 217 and 353 GHz, respectively. However, radio
and dusty sources are dominated by different components at these
frequencies, i.e. by jet synchrotron and dust emission, respectively
(see discussion in Section 3.1). Therefore we conclude that the
inferred similarities of polarization properties are fortuitous.

We update with our new measurements the source number counts
in polarization at 217 and 353 GHz and compare them with the
predictions for the CORE proposal (De Zotti et al. 2016). Moreover
we make prediction for the level of the expected contamination
to the B-mode angular power spectrum. We also extrapolate the
results at higher frequencies (600 and 800 GHz). We find that at
217 GHz the extragalactic dusty sources might be an important
contaminant for the primordial B-mode, especially in the case of
r = 0.01 or lower. At 353 GHz their contribution is at the level of the
lensing-induced B-mode. As expected, their importance increases
with frequency and at 600 and 800 GHz their contribution to the
angular power spectrum is much higher than the ones of the B-mode,
both primordial and lensing-induced.
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Figure 4. Results obtained outside the adopted mask (extragalactic region
of the sky) for the 353 GHz case. The grey points are obtained with each
individual simulation: on the y-axis we plot the mean input ⟨!⟩ value for
simulations and the x-axis is the value recovered with stacking for different
values of the mean for the Normal (left) and gamma (right) distributions.
Linear interpolation and blue points as in Figs 1 and 2.

Figure 5. Results obtained outside the adopted mask (extragalactic region
of the sky) for the 353 GHz case. The grey points are obtained with each
individual simulation: on the y-axis we plot the mean input

√
⟨!2⟩ value for

simulations and the x-axis is the value recovered with stacking for different
values of the mean for the Normal (left) and gamma (right) distributions.
Linear interpolation and blue points as in Figs 4 and 5.

B perpendicular to the jet axis) or sheared to lie in plane (with B
parallel to the jet axis).

Since the physics that produces these polarization signals is com-
pletely different we can only conclude that this close similarity in
the ⟨!⟩ values can be just a coincidence.

As in B17, from the recovered values of ⟨!⟩ and
√

⟨!2⟩ we com-
pute the parameters µ and σ for the log-normal distribution and from
µ we compute the median fractional polarization as !m = exp (µ).
The resulting values are summarized in the right part of Table 1.

3.2 Polarization distribution

We also recover unbiased values for ⟨!⟩ and
√

⟨!2⟩ at 353 GHz
using two different distributions for the polarization fraction (see
Figs 4 and 5). The aim is to test how other distributions work when
estimating these quantities. We test the Normal and the gamma

Figure 6. Source number counts estimated for our sample of sources (red
solid line) compared with the CORE predictions (De Zotti et al. 2016) for
the dusty (green dot–dashed line) and radio (blue dashed) sources. In the top
panels we estimate the source number counts at 217 (left) and 353 (right)
GHz with the results in Table 1. In the lower panel we show the estimation
at 600 (left) and 800 (right) GHz obtained assuming the same values for the
log-normal parameters as for the 353 GHz case.

distributions. In the first case we obtain (5.21 ± 1.00) per cent for
⟨!⟩ and (6.39 ± 1.54) per cent for

√
⟨!2⟩. For the Normal case

the following relations between the E[x] = ⟨!⟩ and E[x2] = ⟨!2⟩
hold: E[x] = µ and E[x2] = µ2 + σ 2. By substituting the val-
ues we obtain a negative value for σ 2, which is not possible and
allow us to discard a Normal like distribution for the fractional
polarization. The same argument can be applied to the gamma dis-
tribution, for which we find (4.82 ± 0.78) per cent for ⟨!⟩ and
(6.37 ± 1.11) per cent for

√
⟨!2⟩. In this case the relations are

E[x] = kθ and E[x2] = kθ2 + k2θ2, that give a negative value for
the product kθ2 when substituting the values we find. Considering
that for the gamma family of distributions it should be k > 0, we
can confidently discard also this broad family of distributions for
the fractional polarization.

3.3 Source counts and CMB power spectrum contribution

To estimate the source numbers counts in polarization, we proceed
with simulations. At 217 and 353 GHz, we first simulate sources in
total intensity according to the source number counts by Negrello
et al. (2013). Then we simulate the fractional polarization assuming
a log-normal distribution with the parameters listed in Table 1.
Finally, we randomly associate the simulated ! value with the flux
density in total intensity of the simulated sources. We repeat this
process 10 times and we estimate the source number counts in
polarization by averaging over these 10 sets of simulations.

We also estimate the source number counts in polarization for
600 and 800 GHz (CORE frequencies) assuming the 353 GHz
parameters for the log-normal distribution. The results are shown
in Fig. 6: the red solid line are the source counts for our sample and
they are compared with the dusty (green dot–dashed line) and radio
(blue dashed line) sources predicted by De Zotti et al. (2016).

From the source number counts in polarization we estimate the
contribution in polarization to the CMB power spectrum, following
De Zotti et al. (1996):

CP
l = g2

∫ Pc

0
P 2 dN

dlogP
dlogP (6)
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Figure 1. From left to right: mean maps of the original S data, the model
fit to the background (see text) and the ‘residual’ for the 143 GHz channel,
outside (top) and inside (bottom) the adopted Planck mask. The colour scale
is Jy pix− 1, the pixel size is 1.72 arcmin and the angular size of the image is
3.14 deg2. The values in this figure are not yet corrected for the noise bias.

353 GHz (all the Planck channels with polarization measurements).
To perform stacking, we select a small patch of 63 × 63 pixels
(corresponding to ∼40 times the solid angle of the beam at 30 GHz)
around each source position. The pixel size is 3.44 arcmin for LFI
and 1.72 arcmin for HFI channels. We then add up all the patches
to obtain the total flux density. To reduce the instrumental noise (a
second order effect) we convolve the resulting patch with a Gaussian
filter whose σ filter is given by σ beam/2.

Unlike the case for Stil et al. (2014), where they use high-
resolution radio data at 1.4 GHz, in the microwave band and at
the much lower Planck angular resolution, we need to take into
account some additional signals that are plausible contaminants to
our stacked measurements: the CMB itself and the diffuse emission
of our own Galaxy. Although their contribution is very small in
polarization, it is not negligible when stacking over hundreds of
targets. In the final stacked image, these small contributions give
rise to a strong background signal that has to be removed. There-
fore, we estimate and subtract it from the final stacked patch, where
the contamination signal can be more easily calculated both in total
intensity and in polarization. In polarization, we subtract the mean
of the background computed in the external region of the final patch
(3σ beam away from the patch centre) from the total polarization flux.

In the subsample outside the Galactic mask region, the sources
lying on a CMB maximum are more likely to be detected, due to the
bias in the source detection in total intensity. In the HFI channels
(where the S/N is higher), this fact results in an extended feature
around the centre of the final patch. In this latter case, we estimate
the background by fitting it with a constant plus Gaussian 2D curve
and then subtract it from the data. This effect is clearly not present
either in polarization or in our injected sources test (see Section 2.4).

For the subsample inside the Galactic region, due to the Galac-
tic emission gradient, we need to perform a parabolic 2D fit to
more carefully estimate the background. We also compute the flux
densities in total intensity with the same background subtraction
procedure used for polarization and compare both sets of results in
Section 3. From these residual maps, we then compute the total flux
densities in total intensity and polarization.

An example of background estimation is illustrated in Fig. 1.
It refers to the 143 GHz case. On the left, the total intensity map
resulting from the stacking in the region outside (top) and inside
(bottom) the Galactic mask is shown. The central panel is the model
obtained by fitting the background in total intensity. In the top
figure, the fit is performed using a flat component and a 2D Gaussian
curve to take into account the noisy background and the contribution

from the positive CMB fluctuations. In the bottom panel, we use a
2D, two degree polynomial function to model the background in the
Galactic region. The right-hand panels show the residual maps that
we use to estimate the flux density. It is worth mentioning that in the
test with injected sources (described in Section 2.4) there was no
need to perform such background fitting, because the boosting effect
was not present, strengthening the idea that it is due to a detection
bias. It should also be stressed that the values in this figure are not
corrected for the noise bias (see Section 2.3).

Finally, we compute ⟨!⟩ = ⟨P0⟩/⟨S⟩, where P0 is the source total
polarization amplitude and ⟨P0⟩ its average over our sample. Its

error is given by
√

(⟨P0⟩/⟨S⟩)2 · (σ 2
P0

/⟨P0⟩2 + σ 2
S /⟨S⟩2), where σP0

and σ Sare the standard deviations for total intensity and polarization
computed in the external region of the stacked patches.

We also compute the quantity
√

⟨!2⟩ =
√

⟨P 2
0 ⟩/⟨S2⟩ by apply-

ing the same methodology with the only difference that due to the
higher S/N we do not need to perform any background fit to compute√

⟨!2⟩. Its error is given by
√

1
4⟨P 2

0 ⟩⟨S2⟩ (σ 2
P 2

0
+ ⟨P 2

0 ⟩2/⟨S2⟩2σ 2
S2 ).

Please note that most of our sources are not directly detectable
and therefore we cannot estimate directly ⟨!⟩ = ⟨P0/S⟩ and
⟨!2⟩ = ⟨P 2

0 /S2⟩. For this reason, in our stacking procedure, we
decided to calculate ⟨!⟩ = ⟨P0⟩/⟨S⟩ and ⟨!2⟩ = ⟨P 2

0 ⟩/⟨S2⟩ that
are good approximations for ⟨!⟩ = ⟨P0/S⟩ and ⟨!2⟩ = ⟨P 2

0 /S2⟩,
taking into account that ! and S can be considered independent
variables (see e.g. Massardi et al. 2008, 2013 and Galluzzi et al.
2017 as discussed in Section 3.1). Besides, the residual errors in-
troduced by these assumptions are much lower than the noise bias
discussed in Section 2.3. Moreover, the bias subtraction method-
ology described in Section 2.4 also corrects any residual deviation
from the theoretical value.

2.3 Noise bias

As stated in Section 2.1, P is a quadratic sum of Q and U. This
construction introduces a bias due to the Q and U noise cross-terms.
This bias is usually referred as noise bias and it is not negligible
for low S/N observations. For this reason, it has to be taken into
account in order to correct the measurements. Different methods
have been developed for this correction (see e.g. Simmons & Stew-
art 1985; Vidal, Leahy & Dickinson 2016), but none of them can be
directly applied to our case. In fact, in our approach it is important
to keep in mind that – by stacking – we are neither observing nor
detecting individual sources. This is due to the fact that the polar-
ization signal-to-noise ratio is not high enough to guarantee their
direct detection. Moreover the noise bias strongly depends on the
S/N that is unknown in our case for each individual compact source.
Therefore, in order to get a theoretical estimation of the importance
of the noise bias in our procedure, we proceed by considering the n
sky patches constructed around the sources detected in the intensity
maps and by adding them up in polarization to increase the signal-to
noise ratio (stacking method).

As previously discussed, these sources have not been individually
detected in the polarization maps. However, we assume that each
of these sources is polarized with total polarization amplitude P0 =√

Q2
0 + U 2

0 , being Q0 and U0 the polarization amplitudes in Q and
U, respectively. Far from the centre of the patch – a 3σ beam distance
is enough – we assume that the distribution of the values of Q and
U is Gaussian with zero mean and r.m.s deviation σ = σ Q = σ U,
with σ coming from the combination of instrumental noise, CMB
and the different foregrounds.
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Stacking Sub-mm galaxies, the unexpected barrier!!!

See Puglisi’s talk!



Conclusions

• PS removal vs PS masking: choosing the least worst option
• PS removal uncertainties introduce unknown residuals bias, to be determine.
• New opportunities with surveys in the same bands: ALMA, Herschel, SPT, …
• PS masking reduce the available sky and complicate the power spectrum 

estimations.

• You can NOT avoid PS detection (see Lopez-Caniego’s talk)
• Very important from the astrophysical point of view, of course!

• Knowing the PS statistical properties allows us to anticipate future 
issues: (see Puglisi’s talk)
• Sub-mm galaxies, the unexpected barrier!!! 


